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Global Image-perceiving MLLMs

- Flamingo

- Kosmos-1

.- BLIP-2

- Mini-GPT4, LLaVA

. InstructBLIP, Otter

- MM1, IDEFICS, SPHINX
- GPT4V, Gemini
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Eg’ Encode input images with external image encoders,
generating LLM-understanding visual feature, which is
then fed into the LLM. LLM then interprets the input
Images based on the input text instructions and produces a
textual response.

[1] Flamingo: a Visual Language Model for Few-Shot Learning. 2022

[2] Language Is Not All You Need: Aligning Perception with Language Models. 2023

[3] BLIP-2: Bootstrapping Language-image Pre-training with Frozen Image Encoders and Large Language Models. 2023
[4] MiniGPT-4: Enhancing Vision-Language Understanding with Advanced Large Language Models. 2024



Global Image-perceiving MLLMs
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What is this symbol about?

[1] MM1: Methods, Analysis & Insights from Multimodal LLM Pre-training. 2024.

The image appears to be a promotional or informational graphic about an event or
conference. It features a stylized skyline of Seattle, Washington, which includes the
Space Needle and other notable buildings. The colors are a monochromatic blue

palette, which gives it a professional and modern look.

The text "CVPR" stands for the Conference on Computer Vision and Pattern
Recognition, which is a major international conference on computer vision and pattern

recognition. It is organized by the IEEE Computer Society and held annually.

The dates "JUNE 17-21, 2024" indicate when the CVPR conference is scheduled for the
upcoming year. The location "SEATTLE, WA" specifies where the event will take place,

which is Seattle, Washington.

This graphicis likely used to advertise the CVPR 2024 conference to the computer
vision and pattern recognition community, inviting them to submit papers, attend the

conference, or exhibit their work.



Are our current models perfect?

Case 1: The models sometimes produce “object hallucination”...

The image shows a group of people standing in
a park. There is a large tree in the background with
pink blossoms. The people are all wearing different
'3 | clothing, including a man in a brown jacket and a
™| \woman in a white shirt and jeans. There are also
some people in the background who are not in the
foreground of the image. The people are standing in
§|a grassy area and there are some benches and a

are some clouds in the distance.

fence in the background. The sky is clear and there

][What is the girl in the picture domg?.\]

@ The girl in the picture is standing|
with her arms outstretched, as if she
is trying to catch something. It is not
clear what she is trying to catch, but
it could be a kite or a frisbee. The
other people in the picture are
standing around her, watching what
she is doing. It appears that they are
all having a good time together in the
park.

Category Hallucination Attribute Hallucination

Relation Hallucination

4

[1] Hallucination of Multimodal Large Language Models: A Survey. 2024.



Are our current models perfect?

Case 2: The models are not good at “spatial understanding”...

Visualized Output:

Sedect all squares with

traffic lights

If there are none, click skip Select all squares with

traffic ligh's

If there are none, click skip




How “vision” play the role?

To reduce the previous issues, we think "visual grounding” may be able to help

tasks , N VL Understanding tasks

Object Instance VL Visual Question

Detection Segmentation Grounding

Image Caption

Answering

* General Purpose Vision Model: Localization & VL Understanding

1) . Vision-only, fine-grained outputs.
2) VL Understanding Tasks: Two modalities, high-level semantic outputs.




Traditional Visual Grounding Models

GLIP & GLIP v2: A Unified Framework for Detection and Grounding

Multimodal Fusion
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« A model for learning object-level, language-aware, and semantic-rich visual

representations.

« GLIP can learn from both detection and grounding data to improve both tasks.

[1] GLIP: Grounded Language-Image Pre-training. 2022.
[2] GLIPv2: Unifying Localization and Vision-Language Understanding. 2023



Traditional Visual Grounding Models

Prompt: person. dog ... backpack. Prompt: person. hairdryer ... baseball Prompt: person. cup. . Prompt: person. chair. dining table Prompt: person. hairdryer ... Prompt: person. cup.
. horse. toothbrush. bat. . bottle. . . bear. . vase. baseball bat. ) X . bear.
toothbrush. bottle. toothbrush.

Flick30k LVIS

Prompt: Mounted officers in bright Prompt: 2 couples are eating dinner Prompt: ina Prompt: . jacket. ... fork. Prompt: donut. wineglass ... Prompt: person. teddy bear ...
green jackets sit on their on the behind a large plant. blue costume holds by the pineapple. dinning table. banana. pineapple. . flower.
wearing helmets. blade of her skate

PhraseCut

Prompit: fish. jellyfish. penguin. Prompt: smoke. Prompt: green bush

puffin. shark. starfish. stingray

COCO-

VQA Caption

Input: Where is a push vacuum? [MASK] Generated Caption: a man riding a G d Capti f I ) d Caption:

Input: Where is the strainer? [MASK] Input: What s the man wearing? [MASK] Prediction: on floor ’ motorcycle on a dirt road. ‘g’.nerg'f dapf’o”* atg"otUp of people Ghe.g'?ra;eld‘ aptl(;rlt. amanin a yellow
iotion . : ? < - riding bikes down a street. shirt is holding a blue rope.
Prediction: counter Prediction: jacket Gold: background g 9 P

Gold: counter Gold: ski suit



Traditional Visual Grounding Models

Grounding-DINO: An Improved Grounding Framework on Localization & Understanding

« Using DINO (transformer
architecture) as a better
detector.

« More and Better image-text

feature fusion.

« Lead to superior performance.

[1] Grounding DINO: Marrying DINO with Grounded Pre-Training
for Open-Set Object Detection. 2023.
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Traditional Visual Grounding Models

SEEM: A Single Generalist Approach for Pixel Level Understanding

Class Embeddings Mask Embeddings ,,’lg Cross Attention

SEEM Decoder ;
Self Attention
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 Introduce visual prompts to handle non-textual inputs, e.g., points/boxes/scribbles.
 Interact with user in multi-rounds, thanks to the memory prompt.
« Give a semantic label to any predicted segmentation masks (instead of boxes)

[1] SEEM: Segment Everything Everywhere All at Once. 2023.




Traditional Visual Grounding Models

Till 2023, trend became...

« An external detector
« Stronger encoders (esp., text encoder)

e . OpenSeeD
 Unified inputs / outputs X-Decoder
DETR+CLIP+caption
SEEM
Decoder +
ViLD RegionCLIP OV-DETR DetCLIP Referring
RCNN+CLIP RCNN-+finetune CLIP DETR+CLIP RCNN+CLIP+large data
2020 2021 2022 2023
MDETR GLIP Grounding DINO

Grounding+ATSS

_ Grounding+DINO
Extend to Detection

Grounding+DETR
UniTab

Grounding + Pix2Seq GLIPv2

Unified Grounding+
VL Understanding



Time to Think

What we have covered so far...

« Typical VLMs/MLLMs suffer from “object hallucination” & “spatial understanding”
« Traditional “visual grounding” concept may alleviate the above issues.

« Several existing works & trends.

With the breakthrough of the LLMs...

« What other things may “grounding” LLMs can bring us?

 How to better integrate “grounding” into LLMS?



Why is MLLM + Spatial Understanding important?

New Functions:
1. Users to refer to specific regions/objects and ask model’s help.
2. Model to localize/ground particular objects in response for better helping users.

Better Model:

1. Less Hallucination

2. More Trustworthy

3. Open-Vocabulary Concept Grounding

New Applications:

1. Phone/VR/AR Intelligence
2. 3D Embodiment

3. Medical Assistant

4.



Problem Definition

Spatial Understanding can be reflected in two types of tasks:

1. Referring
Input: Image + Text Instruction + Region
Model is required to understand the referred regions and
respond to the instruction.

Q: What is in region0? What is it used for?

ws \ D Q: Which movie characters are in regionl and region2?
Q \ ‘) ‘ ~ ) N\ . . . .
regionX | D) And what is their relationship?

';‘ regtan0

{




Problem Definition

Spatial Understanding can be reflected in two types of tasks:

2. Grounding

Output: Text Response + Region

Model is required to localize the objects in image when mentioning
them In response

| M"’ “ Q: How to make a sandwich with available ingredients in
e 'l the image? And where are they?



Fine-grained Region-Level MLLMs

Besides the global Image-perceiving MLLMs,

. GPT4Rol
. Next-Chat
. Kosmos-2

. Shikra

- DetGPT | _ | | |
Eg’ Users input an image (potentially specify a region), and the LLM
. Ferret outputs contents based on its understanding., grounding the
visual contents to specific regions of the images.

. . [1] GPT4Rol: Instruction Tuning Large Language Model on Region-of-Interest. 2023

° IVI I n I G PT—V 2 [2] NExT-Chat: An LMM for Chat, Detection and Segmentation. 2023
[3] MiniGPT-v2: large language model as a unified interface for vision-language multi-task learning. 2023
[4] Osprey: Pixel Understanding with Visual Instruction Tuning. 2023
[5] GLaMM: Pixel Grounding Large Multimodal Model. 2023

° [6] Kosmos-2: Grounding Multimodal Large Language Models to the World. 2023
[7] DetGPT: Detect What You Need via Reasoning. 2023
[8] PixelLM: Pixel Reasoning with Large Multimodal Model. 2023
[9] Lisa: Reasoning segmentation via large language model. 2023
[10] Shikra: Unleashing Multimodal LLM'’s Referential Dialogue Magic. 2023



Fine-grained Region-Level MLLMs

Shikra:
=]

=4 What is unusual about this image? give coordinates
[xmin,ymin,xmax,ymax] for the items you reference.

Kosmos-2:

Grounding (@
The unusual aspect of this image is the man [0.392,0.254,0.652, Q

0.530] standing on top of the ironing board [0.338,0.392,0.668,0.7
56] in the back of the yellow SUV [0.452,0.384,0.998,0.738]. The

. . scene is unusual and unexpected, as one would typically not expect
Kosmos-2: Multimodal Large Language Model to see someone ironing clothes while standing on top of the car.

[a campfire](<loc,> <loc407>)

[It](<locy,> <locggs™>) sits next to

Referring Dataset ‘ Split | Vocab. Numerical
val 81.03 81.47
. RefCOCO test-A | 86.94 87.40 .
 Introduce a sequence of location wstB | 7001 7325 ¢ Tlendto use numerical
tokens, in addition to the text val | 7232 7430 numbers instead of
tokens RefCOCOT | test-A wie  cang location tokens.
est- . .
* Construct a web-scale grounded T he A more natural
. . val-u . . .
image-text pairs (~90M) RefCOCOg | v | 7378 7552 representation.

[1] Kosmos-2: Grounding Multimodal Large Language Models to the World. 2023.
[2] Shikra: Unleashing Multimodal LLM's Referential Dialogue Magic. 2023.



Ferret: a MLLM w/ Spatial Understanding
Hybrid Region Representation

N

Point Box Free-form Shape
(Sketch, Scribble, polygons)

[1] Ferret: Refer and Ground Anything Anywhere at Any Granularity. 2023.



Ferret: a MLLM w/ Spatial Understanding
Hybrid Region Representation

* Discrete Coordinates
« Point: [X, y] (center point)
Box and Free-form Shape: [x1, y1, x2, y2] (top-left and bottom-right points)
« Tokenize them by LLM tokenizer.

« Continuous Visual Features.
 Introduce a Visual Sampler module to extract and summarize visual features
of referred regions (point -> circle) into a single feature vector.

« Examples of data:
Input:
What is in region [100, 600, 500, 900] <feature>?
Output:
It's a box of egg [100, 600, 500, 900].



Ferret: a MLLM w/ Spatial Understanding
Ferret Model Structure

* Model:  Optimization:
« Image Encoder: CLIP-ViT-L/14 * Next Token Prediction.
 LLM: Vicuna-V1.3 * Fix Image Encoder, Update Others.

* Proposed Spatial-Aware Visual Sampler

It’s a|cat tail [80, 590, 450, 920Q]

[ \ / \ooo [ "\

[ Large Language Model ]

i A ﬁ
[ M Image Encoder ]—

Spatial-Aware
Visual Sampler

v

o
b
b
—
‘.
B
—

[ Embedding ]

What'’s in region|[100, 600, 500, 900] [<feature> ?

Image Input Text w/ references



Ferret: a MLLM w/ Spatial Understanding
Spatial-aware Visual Sampler

« Sample 512 points inside the region from feature maps.
* Go through 2 blocks. Inside each one,
« Down-sample the number of points.
» Find K-Nearest Neighbors
» Fuse neighbor features and then pooling
» Flatten final 32 points and linearly project their features to LLM’s embedding space.

e .
OO@Q\ 4’4'4, Fusion
s° w/ Neighbor
../\..;/::_'_______—_—_—_—.-___—__.______—.—_—_—_____-___'.“_‘:—.—_—_—--- //; [ \\\\Pooling
o’ ( o
./‘”;‘i ________________________ \ I
{\.._!_)—__-_ ____________________:::: —————— \\\ P .///
Sampled Points o Sampled Points
_________ w/ neighbors —___q_s__guiput——"’
””” Flatten &

Block 1 Block 2

Projection Region

Features



Ferret: a MLLM w/ Spatial Understanding
GRIT: A Ground-and-Refer Instruction-Tuning

Dataset

« Hierarchical; Unified Format, Instruction-Following; Robust.

 Dataset Size: 1.1M

Object:

Visual Genome
RefCOCOs
Flickr30k
Relationship:

Visual Genome

Region:
Visual Genome

Detail +
Reasoning:

GPT Generated data

Robustness:

Spatial Negative Mining L

Input

[region0]?

L What is the class of object
( Input

Where is the corgi?

J

\

Input Can you figure out
the geometric relation of object
[regionl] and
object [region2]?

\

S

Input

Describe the area [region2]in
short phrase.

\.

J

; Input
Do you know when the object
[region4] was invented?

Input

Isthere a cat in the image?

~QOutput
It's a corgi.

~Output
I . corgi [box0].

~Qutput
l Box on the floor.

~Output
In short, a dog sit near a sofa.

.

_Output
The invention of TV [box1] is
credit to John Logie Baird. He
invented in the early 1920s.

~Qutput
No, but there isa dog [box0] in
the image.

=S

$ V’_ -’: ~
128

== regiond

regionl

=

region2




Ferret: a MLLM w/ Spatial Understanding
Data Collection — GPT-Assisted Instructions

A feW-S hOt Objects
Exa m pl e . Object 0: chair at [0.596, 0.637, 0.698, 0.997].

Relationships
Object 11 : frame — with — Object 9 : photo

Region Descriptions
Region Description at [0.560, 0.466, 0.600, 0.529] :
a white picture frame with a black and white photo on it.

Global Caption
White chairs sit around a polished wood dining table while
a sectional soft sits in the background.

Conversation

Question:

What is the object [0.212, 0.539, 0.718, 0.820] made of?
Answer:

The dining table over there is crafted from a tree trunk.

Question:

Where would be a good place to have my dinner? Point out the locations in image.

Answer:

I suggest having dinner at the table [0.214, 0.541, 0.720, 0.997], possibly sitting on the white chair [0.264, 0.717, 0.524, 0.995].
Also, enjoy the wine [0.242, 0.644, 0.288, 0.682].

Question:

In terms of comfort for resting, which object is better - the one [0.830, 0.431, 0.978, 0.596] or the one [0.264, 0.717, 0.524,
0.995)?

Answer:

Among the two, the couch located [0.830, 0.431, 0.978, 0.596] would be more comfortable for resting. The object [0.264, 0.717,
0.524, 0.995] is a dining chair, which is typically less comfortable for extended relaxation.




Ferret: a MLLM w/ Spatial Understanding
Data Collection — Spatial Negative Mining

Two types of data:
« Image-conditioned Category Localization:
« Ask model to localize an object class that are in common vocabulary but not in image.

« Semantics-conditioned Category Localization.
« Ask model to localize an object class that is semantically close to an existing object in
image.

* Image-conditioned Category Localization:

Is there a car in the image?

« Semantics-conditioned Category Localization.
Is there a Hasky in the image?




Ferret: a MLLM w/ Spatial Understanding
Evaluation - Referring

Introduced Referring Object Classification, a basic task to validate referring in object-level.

- Data Source:
« LVIS
 Format:
« A binary-choice question in the format of “Is the object (location) a (class A) or a {(class B)?”
« Two objects are near each other.
« Three formats: Point, Box, Free-from Shape.

Is the object a
headband or a necklace?

Yes, it's a headband [box0].

Is the object alamp
or a lampshade?

Itis a lampshade [boxO0].
S

Referring Object Classification (LVIS) — box Referring Object Classification (LVIS) — free form shape




Ferret: a MLLM w/ Spatial Understanding
Evaluation - Referring

Table 3: Results of referring object classi-
fication on three different referring types, in-
cluding point, box, and free-form shape. ‘X’
means no such capability.

Models LVIS (%)

Point Box Free-form
Random Guess 50 50 50
LLaVA 50.1 50.3 X

Kosmos-2 (Peng et al., 2023) X 60.25 X
Shikra-7B (Chen et al., 2023b) 57.82 67.71 X
GPT4-ROI (Zhang et al., 2023) X 61.76 X

Ferret-7B 67.94 79.42 69.
Ferret-13B 68.35 80.46 70.

17
98




Ferret: a MLLM w/ Spatial Understanding
Evaluation - Grounding

We evaluate conventional object/phrase grounding.

« Dataset:

. RefCOCO
. RefCOCO+
. RefCOCOg

* Flickr30k

Phrase Grounding (Flickr30k Entities) Referring Expression Comprehension (RefCOCOg)
. S ¢ . S T . . P
. 1 T T What is the location of N =
w2 - What are the locations of a e e e SR almost hidden bus that is the IO
man, atrail, a young girl, Y i ;i @ third one in counting from the F ":“
@ 2 - ‘ %’ ; bottom up in the image? =

almost hidden bus thatis the

third one in counting from the 1
bottom up [box0]. b A

a man [box0]. atrail .a
young girl [box2]. some
boards of wood [box3].




Ferret: a MLLM w/ Spatial Understanding
Evaluation - Grounding

Performance comparison (Acc@0.5) on the referring expression comprehension (RefCOCO, Ref-
COCO+, RefCOCOg) and phrase grounding (Flickr30k Entities) tasks. * indicates that the method 1s specifi-
cally fine-tuned in the second stage.

Models RefCOCO RefCOCO+ RefCOCOg || Flickr30k Entities

val testA testB | val testA testB | wval test val test
MAttNet (Yu et al., 2018) 76.40 80.43 69.28 | 64.93 70.26 56.00 | 66.67 67.01 - -
OFA-L (Wang et al., 2022b) 79.96 83.67 76.39 |68.29 76.00 61.75|67.57 67.58 - -
TransVG (Deng et al., 2021) 81.02 82.72 78.35(64.82 70.70 56.94 | 68.67 67.73 - 79.10
UNITER (Chen et al., 2020) 81.41 87.04 74.17(75.90 81.45 66.70 | 74.02 68.67 - -
VILLA (Gan et al., 2020) 82.39 87.48 74.84|76.17 81.54 66.84 |76.18 76.71

UniTAB (Yang et al., 2022) 86.32 88.84 80.61|78.70 83.22 69.48 |79.96 79.97|[78.76  79.58
MDETR (Kamath et al., 2021) 86.75 89.58 81.41|79.52 84.09 70.62 | 81.64 80.89 || 82.3*  83.8%

Shikra-7B (Chen et al., 2023b) 87.01 90.61 80.24 | 81.60 87.36 72.12|82.27 82.19| 75.84  76.54
Ferret-7B 87.49 91.35 82.45(80.78 87.38 73.14 | 83.93 84.76 || 80.39  82.21

Shikra-13B (Chen et al., 2023b) 87.83 91.11 81.81 | 82.89 87.79 74.41|82.64 83.16| 77.41 78.44
Ferret-13B 89.48 92.41 84.36 |82.81 88.14 75.17 | 85.83 86.34 || 81.13 84.76




Ferret: a MLLM w/ Spatial Understanding
Evaluation — Ferret-Bench

A new benchmark to evaluate tasks jointly requiring referring/grounding,
semantics, knowledge, and reasoning.

* Three New Tasks:
« Referring Description: Describe a referred region based on its

Interaction with surrounding objects.
« Referring Reasoning: Reason on top of one or more referred regions

correctly
« Grounding in Conversation: Reason correctly and accurately
ground/localize the objects/regions necessary for the reasoning.

« Each task have 40 annotations, generated by GPT-4 in a similar way to
preparing GPT-Assisted Data in GRIT, verified by human.
« Evaluated by GPT-4.



Ferret: a MLLM w/ Spatial Understanding
Evaluation — Ferret-Bench

An Example:

.y . ] Question:
Quantltatlve Comparlson. What is the purpose of the object [region0]?

Ferret-Bench Ground Truth:
The object is a bottle. Bottles are typically used to
hold and store different types of liquids. In this context,

Referring  Referring Grounding in

Description Reasoning Conversation Ve it might be used to store a beverage for the meal. D
-_—
LLaVA® 41.4 31.7 28.8 34.0 LLaVA: :
qumos_z 51.8 337 48.4 44.6 ﬁ({csx::lf::s z-nzld a fork, indicating that it is ready for a meal. ‘._-__."‘—“" p—
Egﬁéggg ggg g%g ggé 463-2 g’ll;: k;l)'l;r:pose of the object is to attract the birds to the table.
Ferret-13B  70.6 68.7 59.7 66.3 The answer is keep birds away.
Ferret (Ours):

The object is a bottle, generally used to store and dispense liquids like water, juice, or other bever-
ages.



Ferret: a MLLM w/ Spatial Understanding

Comparison w/ GPT4-V

Referring:
Ferret: GPT-4V w/ Colored Region: GPT-4V w/ Coordinate in Text:
‘®@" | What is the object [region®] used for? ] [y | What s the object In red circle used for? ] (The size of the input image Is 775 x 797 pixels Can you |
- -l - | tell me what is the object in the bounding box (x1,
f The object circled in red on the

" The object is a pipe, typically used for
transporting exhaust gases from a l

/ motorcycle.

\®

N

wk

motorcycle is the exhaust pipe or muffler.
It is used to channel and expel exhaust
gases from the engine after combustion. |
Thg muffler also helps reduce the noise | g
produced by the engine. s

H y1}=(10, 520), {x2, y2)={190, 600) used for? v
" The object within the specified bounding box appears to }

be the exhaust or muffler of the motorcyde. Itis used to

‘ I What s the object [region1] used for? ]

irect and expel exhaust gases from the engine after |
: ion, reduce the noise produced by the engine. |

.' ‘ ‘[What Is the object in red circle used for? ]

[ The size of the input image Is 775x 797 pixels Can you |

integral part of a motorcycle, designed
to smooth out rough surfaces and

_ 4 improve stability during rides. /

The object is a shock absorber, an ‘

The object in the red circle appearstobe a |
disc brake on the motorcycle. Disc brakes
are used to slow down or stop the
motorcyde when the brake lever s applred

tell me what is the object in the bounding box (x1, y1)
-3'; = (570, 420), {x2, y2) = (620, 480) used for?

The object within this area seems to be an engine cover |
or 3 badge on the engine. It's commonly used for brand

Grounding:

Ferret: Visualized Output:

i

traffic lights

¥ fers e w1 ey

B | Detect all the objects among
: ‘ {traffic light}.

| traffic light [obj0], traffic light {obj1],
traffic light [obj2], traffic light [obj3].

7

x the traffic lights.

identification and decorative purposes. l

GPT-4V: Visualized Output:

MM M e T

traffic ligh's

W hte mre song cicd sep

using bounding box. The Image size is

[ Localize each traffic light in the image
‘;\ {width, height) = {545, 813)

(Here are the bounding boxes for the traffic lights in
the image:

{x_min, y_min, x_max, y_max) = {255, 94, 324, 183)

{x_min, y_min, x_max, y_max) = {321, 95, 390, 183)

{x_min, y_min, x_max, y_max) = (388, 97, 457, 185)

Note: These coordinates represent the top-left and

bottom-right corners of the bounding boxes around




Ferret-v2: an improved baseline for referring and grounding with LLMs

Substantial Improvements over both fine-grained region-level and global image-level tasks

g Benchmark
@ What word is shown in area [region0]? Performance:
Ferret 'E. 68.9
The region shows the word ‘ fz K} SA::e'er _*6’2 9 .
“ABTO" N % g O ‘
- 192.8
Ferret-v. |
The word Greet's displayed. | Tt RefCOCO N 57.5
@ in the area. g
B Refcoco+ 574
S . 50.8

. 3

Grounding: s
. 894
Is there any stuff in the image to RefCOCOgi 839
help people cool down in summer?
W 75.6
- Fermet | ¢ /. 5
" Yes, there is a large truck [box0] | Ferret =\ Bench
that has tinted windows for o€ I M % Yl puEl 181.5
L Eno s VON2 /5.

IIA”(A OSMEH KOMHCCHﬂ BbIKYN

@‘ cooling effects. ~ K3 rw‘
- : DL ) 15
! , T | ! "l ' --‘ v-‘ré'L

Understanding
& Reasoning

Yes, there are air conditioners
[[box1], [box2], [box3], [box4], Ferret-v2 plhe

[box5]]. They are located at -
different places to provide g

@ cooling to people in the building. » Ferret-v2 m Ferret

(b). Quantitative Result

(a). Qualitative Example

[1] Ferret-v2: An Improved Baseline for Referring and Grounding with Large Language Models. 2024.



Ferret-v2: an improved baseline for referring and grounding with LLMs

Any Resolution Referring & Grounding

« Resolution is critical for fine-grained
tasks.

78

y(

C 771

o
< 76 4

« Typically, with LLMs, there are two ways:

2
Epoch Epoch

(a) ROC (LVIS-box). (b) REC (RefCOCOg). 1. Direct Up-sampling (interpolate)
2. Any Resolution (split)

 Generally,2>>1

57.0

56.5 1

ccuracy

1. Preserving valuable pre-
training knowledge

2. Effortlessly combined with
Ferret's grounding.

55.5

2
Epoch Epoch

(c) TextVQA. (d) Ferret-Bench.



Ferret-v2: an improved baseline for referring and grounding with LLMs

Multi-Granularity Visual Encoding

fgrlFerret-vz Model e ma%%%ﬂfﬁ Eggjgi
[ Large Language Model }
e CLIP is usedto I \ [ 1 000 [ Y i Y 1 000 [ g Y 1 000 [ \
encode the global Fladlor Fiaten
patch; DINOvZ2 is EEEE Ha e Spatial-Aware
used to encoder ;j [ || mtemorate | :E];“;M Visual Sampler
g [ erge
the local patches. i% %% B imm
[ Projector_1 ] [ Projector_2 ]
 Integrate the best { CLIP ] [ DINOv2 ] | Embedding ]
of both semantics Referred Encoder Encoder

Can you describe the

and local details for ,
precise referring.

@ ) region [300, 20, 360, 300]
<continuous> ?

&) ‘f Low-resolution
- Global Image ‘ Text w/ references
Find Grid Config & Resize & Sp//t

Local Patches




Ferret-v2: an improved baseline for referring and grounding with LLMs

Multi-stage Training

Stage I: Image-Caption Alignment Stage 11: High-resolution Dense Alignment Stage III: Intent-Enhanced Instruction Tuning
[ N[ \ooo[ [ \[\ooo[ 1\ [\ [ \ooo [\
%
[ Large Language Model J [ Large Language Model } { Large Language Model }
iy ety iy iy s s iy
[Projector_ﬂ [Proiector_gﬁ E:) 3;32?;:::;:"_& [Projectar_ﬂ Lprojector_% E:) 3:;3:?'8—:::;%9
= Embedding \ -
= N B
« 2nd Stage: High-Resolution Dense Alignment
Dense Referring — Dense Grounding —
“‘Question: Please classify the objects inthe Question: Please localize visible objects in the
following locations. 1: (fegion_1), 2: Image in a raster scan order.
(fegion_2), .... Answer: The objects are: 1: cat (coordinate_1),
Answer: Here are the categories: 1: cat, 2: 2: dog (coordinate 2), ...".

dog, ...”.



Ferret-v2: an improved baseline for referring and grounding with LLMs

I e rfo rI I l a I l Ce ) RefCOCO RefCOCO+ RefCOCOg Flickr30k Entities
Models

val testA testB val testA testB val test val test
MALtNet (Yu et al., 2018) 76.40 8043 6928 | 6493 7026 5600 | 66.67 67.01 - -
OFA-L (Wang et al., 2022) 7996  83.67 7639 | 6829 7600 6175 | 6757 67.58 - -
: UNITER (Chen et al., 2020) 8141  87.04 7417 | 7590 8145 6670 | 74.02  68.67 - -
Models LVIS (%) SA-refer (%) VILLA (Gan et al., 2020) 8239 8748 7484 | 7617 8154 6684 | 76.18 7671 _ _
: - . . UniTAB (Yang et al., 2022) 8632 8884 8061 | 7870 8322 6948 | 7996 7997 || 7876  79.58
Point  Box  Free-form Point Box  Free-form MDETR (Kamath et al., 2021) 8675 89.58 8141 | 79.52 84.09 7062 | 81.64 80.89 || 823*  83.8%
Random Guess 30 30 50 50 50 50 G-DINO-L (Liu et al., 2023c) 90.56% 93.10% 8§8.24% | 82.75% 88.05% 7592% | 86.13* 87.02% || - -
: Shikra-7B (Chen et al., 2023b) 8701 90.61 8024 | 81.60 8736 7212 | 8227 82.19 || 7584  76.54
KO‘S"‘OS’Z X 6_”-25 X X 53_-97 X MiniGPT-v2-7B (Chen et al., 2023a) 88.06 9129 8430 | 79.58 8552 7332 | 84.19 8431 - -
Shikra-7B 57.82 67.71 X 54.15 56.82 X Qwen-VL-7B (Bai et al., 2023) 88.55 9227 8451 | 8282 8859 7679 | 8596  86.32 - -
GPT4-ROI X 6176 X X 55.02 X SPHINX-2k (Lin et al., 2023) 91.10 9288 87.07 | 8551 90.62 8045 | 88.07  88.65 - -

i LLaVA-G (Zhang et al., 2023a) 89.16 - - 81.68 - - 84.82 - 83.03  83.62
CogVLM-178B X 7962 X X 6177 X VistaLLM (Pramanick et al., 2023) 88.1 915 830 | 829 898 748 | 836 844 - -
SPHINX-2k 72.83 8297 X 61.21 63.39 X Ferret-7B (You et al., 2023) 8749 9135 8245 | 8078 8738 73.14 | 83.93 8476 | 8039 8221
Forrot B 6794 942 677 619l 6299 3772 Ferret-v2-7B (Ours) 9279 9468 88.69 | 8735 9275 793 | 8942 8927 || 8552  85.83
Ferret-v2-7B (Ours) 74.55 86.59 76.13 68.38 68.83 62.07 Shikra-13B (Chen et al., 2023b) 87.83 91.11 81.81 82.89 87.79 74.41 82.64 83.16 77.41 78.44

Griffon v2 (Zhan et al., 2024) 896 918 8.5 | 819 85 762 | 8.9  86.0 - 84.8
Ferret-13B 6835 8046 7098  63.16 6335  58.02 CogVLM-Grounding-17B (Wang et al., 2023a) 9276 9475  88.99 | 88.68 9291 8339 | 8975  90.79 _ -
Ferret-v2-13B (Ours) 75.09 8774 7635 6738 69.49  62.58 Ferret-13B (You et al., 2023) 89.48 9241 8436 | 82.81 88.14 7517 | 8583 8634 | 81.13  84.76
) Ferret-v2-13B (Ours) 9264 9495 88.86 | 8739 9205 8136 | 8943 89.99 || 8533  86.25
——— Method | VQA? GQA VQAT POPE MMEF SEED LLaVA® LLaVAY MM-Vet  Obj-Hal |
Models §
odes Referring  Referring  Grounding in _ Avg, BLIP-2-13B 410 41 425 853 12938 464 - 381 224 -
Description  Reasoning  Conversation InstructBLIP-7B - 49.2 50.1 - - 534 - 60.9 26.2 -
Kosmos-2 51.8 33.7 48.4 44.6 Qwen-VL-7B 78.8% 593 63.8 - - 56.3 - - - -
Shikra-7B 46.0 41.6 50.1 459 Qwen-VYL-Chat-7B 78.2* 57.5% 615 - 1487.5 58.2 - - - 43.8/23.0
CogVLM-17B 67.1 67.6 51.7 62.1 LLaVA-1.5-7B 78.5%  62.0* 582 85.9 1510.7 58.6 82.7 63.4 30.5 46.3/22.6
Osprey-7B 72.2 67.8 - - Ferret-v2-7B (Ours) | 815" 64.7° 617 878 15103 587 891 677 349 23.8/14.7
SPHINX-2k 55.6 70.2 66.4 64.0
Ferret-7B 687 673 575 645 InstructBLIP-13B - 49.5 50.7 78.9 1212.8 - - 58.2 25.6 —
Ferret-v2-7B (Ours) 79.9 81.7 65.2 75.6 ISEEZ(II:‘;-CIS:; BS 0B ;gg ; 59 5 0.9 N - - - - - N
Ferret-13B 70.6 68.7 9.7 66.3 LLaVA-1.5-13B 80.0* 633* 613 859 15313 616 834 707 35.4 -
Ferret-v2-13B (Ours) 79.6 794 65.7 74.9 LLaVA-1.5-13B-HD | 81.8* 64.7° 625 863 1500.1 62.6 - 720 394 -

Ferret-v2-13B (Ours) | 81.8" 64.8° 622  88.1 15214 61.7 90.7 69.9 357 34.7/16.8




Other Fine-grained Pixel-Level MLLMs

VistaLLM:

-~

Uniform Sampling Ground Truth

/ Adaptive Sampling \

Uniform Sampling

Adaptive Sampling

« Represent masks as a
seguence of texts.

: Oc =23.9°
S e
; ; = glgg:?n —Adaptive
» Adaptive Sampling. \=_Uni AN

% Frozen ;;“;ﬁ.;,}'r{é,iii e (Stage 1) () Instruction-Guided | [(Je oo D

iy Trainable ~ Frozen (Stage 2) | E] Image Embeddlngs 9

@?
%:

The masks are

3 [10, 23,...., 42],....,
[213, 254,..., 230]
o000 T
o0e ) *
Image Instruction-Guided Vicuna
Encoder D coo Image Tokenizer
o000 g T
Global Image Embeddlngs [ﬁ eee [ﬁ

Random Queries

Natural Language Instruction
Please find the common object in the input images <image>. There will be only one
common object in each image. Present the segmentation mask in each image as [xg, Yo,
Multiple Input Images X1, Y1, .-+ X31, ¥31] structure. Output the masks in the same order as the input images

Outputs



Other Fine-grained Pixel-Level MLLMs

- i
5 . isi J Decoder

Vision

Backbone = " Fiee

B “8

LISA & GLaMM: Fhiec

B
Multi-Modal :
« Use the MLLM s LM || LoRA o (][] &1
) What is the food with the most e _
embedding to prompt Ttst Vitamin C in this image? Please = @ 8l T & Trainable
output segmentation mask. & /X / % Frozen

SAM - Segment
Anything decoder.

« Can perform reasoning

¥
Global Image Grounding | piyel Decoder
Encoder Image Encoder

segmentation. 1
A large hot air
Region Encoder ' l -v-L- LLM ﬁ L-P baLLoon
RERs<. A large body of

Image-region prompts Qutput prompts
water

| Grounded Conversation Generation

Can you give a detailed

description of this image? A large, colorful hot air balloon is flying over the river.

The is overarching the river, trees, and buildings.

[1] LISA: Reasoning Segmentation via Large Language Model. 2023.
[2] GLaMM: Pixel Grounding Large Multimodal Model. 2023.
[3] Segment Anything. 2023



Video-based Region-Level MLLMs

Text

PG-Video-LLaVA
Merlin

Motion Epic

-————————

-

[1] PG-Video-LLaVA: Pixel Grounding in Large Multimodal Video Models. 2023
[2] Merlin: Empowering Multimodal LLMs with Foresight Minds. 2023
[3] Video-of-Thought: Step-by-Step Video Reasoning from Perception to Cognition. 2024



Video-based Region-Level MLLMs

PG-Video-LLaVA: -

t
Sl A?_:aocf; RRices Response Response The person in the video is a man who is sitting on the ground and petting a lion.

« Apply Spatial & Temporal T T

I roposal Refinement del
Pooling to reduce the propessine Large Language Mode

mu |t| p | e fram e to ke ns. Grounding Module System Command User Query Spatio-temporal Video Representation Audio Transcript

T System Command ‘ ]
lion | man | mountain You'are PG-Vidao: MLP A Audio Tagging
= . - LLaVA, a large vision
° E M h M d | Temporal Features Spatial Features
ntltv atC I nq O u e IS Tagg|ng la'nguag(? moFieI 4 4 a T 204 Phoneme .
aul trained with video y & ) ¥ e el Whisper
Module instruction data. Spatial Pooling Temporal Pooling Mode

similar as GLIP / N
Grounding DINO’s. Ui W e el vserouey

What is the person
Scene Detection in the video doing?

!
 Aligned Audio inputs. %W

Voice Activity Detection

!

[1] PG-Video-LLaVA: Pixel Grounding Large Video-Language Models. 2023.



New Application - Ul Understanding

Screenshots
* iPhone screens from the AppModeling dataset
 Android screens from RICO dataset

Annotations

* |nternal Ul detection model identifies all Ul elements on a
screen
« With their type, bounding boxes, and text

Elementary tasks
« Rely on referring and grounding capabilities
Advanced tasks

* Requires a deeper level of comprehension

< Shortcuts Select -+

3 Shortcuts

Q Search

What's a
shortcut?

V] N

Camera >

15-Tab!
Q
Shortcuts Automation G

allery




Elementary Tasks Advanced Tasks

Referring : - %) Conversation (perception + interaction)
widget classification, A
F t U I . . ibble0 @ | How do | open the Reminders
e r re - ° @ Classify the Ul type of the ‘ box4 bk Al ont

) widget [point0]. '

S Rem I nders You can open the Reminders app by
% 2 = tapping on the Open button [box0].
Button
i box0 .~ point0 @ | want to share the Reminders app
. . -y . . ”
Identify the icon type of the : Y, r"ih Z"X Te?ﬂhishimdf); .
/. widget A Opeﬂ -
/ You can share the app by tapping ‘u‘g 1
543 on the launch icon . D) 4
launch Yy ‘
4 @ How do | navigate to Games? ‘
@ | What text is displayed in the ‘ 4.8 box3 | 4+ 4
/ ribble0]? Years Old P tivit : £
element [scribble0] e e ok ek bl LIy You can navigate to the Games tab ‘@
o by tapping on the Games tab [box2]. Y
Reminders e i
Don't forget. Use reminders p. 0 4 ; . )
9 Can my 15-year-old daughter ‘
Grounding < List @ / use this app? |
find widget idget listin Toda 2
i o " ity y Yes, the app is suitable for all ages as “'2_‘7)‘.
\ ™ indicated by the “4+" age rating [box3]. p. ) 4
@ ‘ Where is the Open button? Feedthe ¥ ¥
. M Detailed Description
“’?" Send out team's weekly progress i .
Open button [box0] 358 oty e G
. 0 4 f @ Please describe this screen in detail.
@ I Where is the launch icon? ‘
A The screen is for a reminders application. At the top
Finalize agenda for monthly meeting left, there's a button labeled "Apple”. The title of the
) My Lists screen, "Reminders", is located in the upper middle part
launch icon

e Reminders

. Groceries

of the screen. There's a text below the title that reads
"Don't forget. Use reminders”.

The screen is divided into several sections. The first
section, labeled "210k+", is located just below the title.
The second section, labeled "AGE", contains a text
displaying “4+ Years Old" ...

Where is the text “Reminders
Don't forget. Use reminders”"?

%5 Home & Personal

Pick up soil for succulents §

Reminders, Don't forget. Use Function Inference

o=

reminders [box4) () Travel &
e Getting in Car N X
@ What's the high-level function ‘
( i e 2
@ \ Please list all the Ul elements m . of the screen?
4 on this screen. \ j g %
@ T The screen is the download page for a
Ul widgets present in this screen include text &4 box2 L‘ = reminders application where you can set up
displaying “Reminders, Don't forget. Use ‘.‘.ﬁé'r b Lz':‘:::ﬂi"zfe‘;i:f:i’f:;?s S;f:c:fy sending
irg(r;:nders [box4], Open Button [box0], Launch L Shoecin Savela and pic'k g I8

[1] Ferret-Ul: Grounded Mobile Ul Understanding with Multimodal LLMs. 2023.



ST s - - Q: Classify the type of Ul widget located in the element [box0]. %

{ Browse ., New & Noteworthy . . A: Picture

Q: Where is the play icon located?
A: play icon

Q: Where is the search tab located?
A: search tab [box2]

How to Make Steak Snoqualmie Falls to...

_— -

086a6t

Q: What podcasts are available on this page?.

A: There are several podcasts available on this page. They include "How to Make Steak" by Team J
[box3], “Snowquamie Falls to..." by Sam's Dogcast [box4], “"Sakura Rain" by Lily's Garden [box5], and
“ A Place of Cake" by Zen with Zhang [box6].

Q: I want to listen to Sakura Rain, what should | do?
Salaza Raln A Piece of Cake A: You can start listening to “Sakura Rain” by tapping on the corresponding picture [box4]

Q: What's the category of the podcasts listed on this screen?
A: The podcasts listed on this screen are about various topics such as cooking, gardening, and a
place of cake. They are categorized under “New & Notable”

Q: How do I go back?
A: You can go back by tapping on the “Browse"” button

Q: What's the function of this screen when the user interacts with application?
A: The screen is for a podcast application where users can browse and play new and notable
= | podcasts, with options to play, download, and search for specific podcasts.

@
1
2)
O




Q: What's the function of this screen when the user interacts with application?

Accessories

box1

Q: Can | customize my AirPods?

AirPods Pr (b

Adepiive Audio. Now pleyng Q: Do | need to pay for the engraving?
A..

Q: Amazing! | want to buy AirPods!

Q: Let me check what's in my bag.

Q: Please provide a detailed description for this screen.

New Memoji engraving available
for free

Shop by product




New Application — 3D & Embodiments

* Holistic Scene Understanding

e 3D Spatial Relationships

e Affordances and 3D Planning

3D Scene

g ™y

Multi View

B ISR
EECLY

~

2D Feature

-

Direct Reconstruct

—_—

2D In-wage Point Cloud

T
H

3D Feature

—

Question

Please tell me
where is the chair?

~

gradSLAM

k....J

3D LLM
{ Perceiver J Unified Vocab.
l <img>  <locl> <loc2> ... <lockd>
[ LLM what is the a .. bed

}

Answer: The chair is located at <loc3><loc56><loc34>.

[1] 3D-LLM: Injecting the 3D World into Large Language Models. 2023.

Response Input Prompt

Input Prompt

=
o
£
2
a
b
5
2
3

Response

( 3D Captioning ) ( 3D Grounding ) ( 3D Question Answering )\
ST e
This is a gray and blue leather chair.
It is placed on the right of 2 identical
L Describ:e scene. PR Ieatr;:hairs. ) \Question: Is th:amous buildingy
e N N w\
A small Asian restaurant with a Answer: It's Eiffel Tower and it’s
Japanese architectural style. well-known.
\ 7 % = A 1 J/
e N T \
( Task Decomposition ) ( ) ( 3D Dense Captioning )
I'm at the blue bed.

L | want t(ﬁ dressed. J L Can you tu;)n the light? L Generate a caption for the object.)/
'8 R B s N

1. Go to the wardrobe and open it. Sl C Ablue bed in the room. It has

2. Take out clothes. Tha el e, brown pillows on it. It has tables

3. Turn right and exit the room. :;ﬁ:v:n;.r:::g:f el on the left side and a lamp

4. Walk to the bathroom. N, Can you aléo turn on standing on the table. On the right

5. Facing the mirror and dress. the bed lamp? there is a backpack.
. ». J J/
e 7 L N = PRI
S Object Navigation ) (VlSlon-Language Navigation ) (

I want to find a TV. | went from (1)

to (2). Where should | go next? )

|

Instruction: Go past the sofa and ...
| am at (1). Where should | go next?

lamat (1).1 war;t to know the color
of the stove? What should | do? /

You should go to (3).

You should go to (2).

S ¥ .
You should go to (2) where the

& stove may exist. B




Take-away message

« What has been covered...

 Referring and Grounding Capabilities are the core tasks of recent MLLMS.

« Multiple kinds of Fine-grained MLLMs: Spatial (points, boxes, masks),

Temporal

« Enable new applications: Ul Understanding, 3D & Embodied Agents, etc.

* Future Challenges

« Higher resolution needed to be supported given the limitations of LLM context
window.

« Training efficiency may be added up when we scaling the image resolution &
detailed captions.

« What kind of tasks are required to enable the fine-grained capabilities in MLLMs?



TM and © 2024 Apple Inc. All rights reserved.



	Slide 1: LMMs with Fine-Grained Grounding Capabilities
	Slide 2: Global Image-perceiving MLLMs
	Slide 3: Global Image-perceiving MLLMs
	Slide 4: Are our current models perfect?
	Slide 5: Are our current models perfect?
	Slide 6: How “vision” play the role? 
	Slide 7: Traditional Visual Grounding Models
	Slide 8: Traditional Visual Grounding Models
	Slide 9: Traditional Visual Grounding Models
	Slide 10: Traditional Visual Grounding Models
	Slide 11: Traditional Visual Grounding Models
	Slide 12: Time to Think
	Slide 13: Why is MLLM + Spatial Understanding important?
	Slide 14: Problem Definition
	Slide 15: Problem Definition
	Slide 16: Fine-grained Region-Level MLLMs
	Slide 17: Fine-grained Region-Level MLLMs
	Slide 18: Ferret: a MLLM w/ Spatial Understanding
	Slide 19: Ferret: a MLLM w/ Spatial Understanding
	Slide 20: Ferret: a MLLM w/ Spatial Understanding
	Slide 21: Ferret: a MLLM w/ Spatial Understanding
	Slide 22: Ferret: a MLLM w/ Spatial Understanding
	Slide 23: Ferret: a MLLM w/ Spatial Understanding
	Slide 24: Ferret: a MLLM w/ Spatial Understanding
	Slide 25: Ferret: a MLLM w/ Spatial Understanding
	Slide 26: Ferret: a MLLM w/ Spatial Understanding
	Slide 27: Ferret: a MLLM w/ Spatial Understanding
	Slide 28: Ferret: a MLLM w/ Spatial Understanding
	Slide 29: Ferret: a MLLM w/ Spatial Understanding
	Slide 30: Ferret: a MLLM w/ Spatial Understanding
	Slide 31: Ferret: a MLLM w/ Spatial Understanding
	Slide 32: Ferret-v2: an improved baseline for referring and grounding with LLMs
	Slide 33: Ferret-v2: an improved baseline for referring and grounding with LLMs
	Slide 34: Ferret-v2: an improved baseline for referring and grounding with LLMs
	Slide 35: Ferret-v2: an improved baseline for referring and grounding with LLMs
	Slide 36
	Slide 37
	Slide 38
	Slide 39: Video-based Region-Level MLLMs
	Slide 40: Video-based Region-Level MLLMs
	Slide 41: New Application - UI Understanding
	Slide 42
	Slide 43
	Slide 44
	Slide 45: New Application – 3D & Embodiments
	Slide 46
	Slide 47

