..... CVPR ,
=" Microsoft

TN SEATTLE, WA

A Close Look at VISION in
Large Multimodal Models

Jianwei Yang
Microsoft Research
06/17/2024



A Typical Large Multimodal Model (LMM)

The tower in the image is the Space
Needle, an iconic observation tower in
Seattle, Washington, USA. It is one of
the most recognizable landmarks in

La rge La ng Uage M Od els the city and offers panoramic views of

Seattle and the surrounding area.
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In this Talk - A Close Look at Vision

{:} Visual Tokenizer What vision encoder is a good vision tokenizer for LMMs?

{:} Visual Tokens How to cope with visual tokens for LLMs?

{:} Visual Prompting  How to perform visual prompting for LMMs?

I



In this Talk - A Close Look at Vision

{:} Visual Tokenizer What vision encoder is a good vision tokenizer for LMMs?




An Overview of Vision Encoder

Vision Transformer (ViT)

MLP

Transformer Encoder
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Supervised Learning
ViT, Dosovitskiy et al.

Masked Modeling
MAE, He et al.
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Auto-encoding

VQVAE, Van den Oord et al.

loss:

- pzlog pi

softmax
student ggs M1 teacher got
Self-Distillation

DINO, Caron et al.

z | z |z z

5 =z P I &

= T B T z

N PR A ok &
@

& = | o | = z

R I 2

« | & | ~

=

—> & U B z

I - R 2

oo=lle e e <

= I I T z

= i

‘?‘
j
\‘ N
Image N
y ’

aussie pup

Pepper the

Multimodal Learning
CLIP, Radford et al.




Vision Encoder used in LMMs

* A (Counter)-intuitive de facto:

e Almost all LMMs used multimodal learned
vision tokenizers

e A few of them used DINOv?2 for vision
tokenizer Multimodal Learning

* VQ-VAE is used when image generation is
considered
* No one used MAE or ImageNet-22k?

e.g. CLIP
Self-Distillation

Masked Modeling  Auto-encoding oo

Supervised Learning e.g. DINOv2
VQ-VAE

Popularity of different vision encoders in LMMs



Behind the Scene

« Ablation on different vision encoders: -
* LLM —tinyLLAMA-1.1B
* Follow LLaVA-1.5 training recipe 50

* Report results on SEED-Bench
40

* Observations: 30
 CLIP and SigLIP (significantly) outperforms
non-multimodal pretrained ones 20
« VQ-VAE and diffusion models are much worse
for multimodal understanding tasks 10

« DINOV2 is in the between but lag behind a lot
CLIP and SigLIP.

SEED-Bench

o

M CLIP-L mSigLIP-L mDINOv2 MDiT-PixArt M SD-2.1-Unet



Behind the Scene
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Behind the Scene

VizWiz

COCO cap. + VQAv2+ OKVQA 1+ GQA 1+ MMVP 1

Y YaEISTy encoder Karpathy val Karpathy val val test-dev  test
\ CLIP-L/14 133.0 74.4 61.0 48.7 15.3
\ OpenCLIP-G 128.3 73.3 60.6 48.0 D20
GOA EVA-CLIP-g 140.9 77.0 63.0 50.1 27.3
‘,.’ SIGLIP-G/14 133.0 74.7 62.5 48.6 24.0
' SILC-G/16 141.1 77.0 63.4 49.7 24.0
ViT-e 137.8 75.6 61.9 49.1 25.3
OCID-Ref TextVQA

ViT-G 133.8 74.2 61.2 48.3 20.7
DINOv2-L/14 127.6 13 59.0 48.0 220

RefCOCOQ ————______— RefCOCO
Refcocay FlanT5-XL as language model, Q-Former for token compression

= IN1K ViT-L 224px == CLIP ViT-L 224px

== DINOv2 ViT-L 224px ~— SigLIP ViT-SO 224px

LlaVA-1.5 as the baseline

et al.
ar et al.



Vision Encoder Enhancements: Higher Resolution

Increasing image resolution and number of visual tokens (576->2880 maximal)

Dynamic High Resolution with fixed size vision encoder

encode -- .. flatten

" |
Nl NN

.- flatten
N

encode




Vision Encoder Enhancements: Higher Resolution

 Image modularization to divide images into smaller slides; + Dynamic Image Partition.
« Compression layer to condense visual tokens * Global-local format.

A spatial schema to organize slide tokens. Image 2D Structure Newline Indicator.

PROTECTING OUR PLANET STARTS WITH
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6 8 E DDD DDD DDD DDD DDD DDD III _______
___________ &8 & & RPUNET STAT m
% Factorization & p,,,m,o,, o Shared Vision Transformer (CLIP-ViT-L/14) CEaaat .‘i
] : 1 DR!YE:‘l“ :::‘:: & ..? 4- -~ 3
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Vision Encoder Enhancements: Higher Resolution

ConvNeXT can take high-resolution images by nature (w.o. positional embedding intrapolation)

Visual Embedding

e Dual vision encoder (CLIP + ConvNeXt) * Introduce an additional stage in convnext
 Patch info mining (Cross-attention query) » Three training stages
Visienlpput L . :
B M__, : ViT 1 | _ConvNextt ! !
' HR Region A —1 Layer 1 A —1 Stage 1
X | Hrvision | X M. window = N— . T b } e ]: :
l'."- Region-wise B P : [ Layer n/2 ] I ! : _M I |
Dual Vision Feature Map Flatten ====== I : : : I : :
Downsample Encoders 1 | | 1 1 1
1 [ Layer n ] 1 1 1 1 1
= | S p———p—— 1 | SR —— e — 1
A vision | X : :
Encoder ' ~0 008 Cross C ;
L e Q(N) K&V (NxM?) Attention — Vicuna : —> Vicuna :
| 1
Patch Info Mining (a) LLavA I (b) ConvLLaVvA I
- HR Flow - LR Flow Language Flow
Mini-Gemini Conv-LlaVA

els. Li et al
dels. Ge et al



Vision Encoder Enhancements: Ensemble

Segmentation

Detection
Depth OCR
Enhancement by Ensemble | ayout
SigLIP DINOv2

CLIP EVA-CLIP



Vision Encoder Enhancement: VCoder

GPT-4V is good at detailed descriptions but fails easily on counting.

—

a Tunable Params

DepthCoder
(CLIP)

-

_ﬂ a Frozen Params

<depth> [
D, 5 s VCoder

—OoOm4H4ZO0OA0

VCoder

ﬂl Difficulty Level | The objects present in
What is happening in the image? [ T M the image are: wall,
window, two people, tie.
[E) gprav | - ImCoder pedp

nwWH4CoOvZH

-

USER

Could you sort the objects in this photo
from foreground to background?

VCoder

The objects present in the image are:

E]

Characters from "Friends” are gathered in a living room, wearing various RGB (CLIP)

Halloween costumes, possibly celebrating or attending a Halloween party.
Chandler stands out in a pink bunny costume. .

<image>

3 ve ;
What objects can be tokenize() + embed()

tie, person, person-2, wall, window.

The image shows a group of people gathered in what appears to be a living room seen in the image? >
or a dining area, dressed in various silly, quirky costumes. They are sitting at a Text <query> =
dining table with chairs, engaged in a social event or party. [ ] (a) VCoder augmented (b) QnA about depth order of
Multimodal LLM objects
[ USER | cpr4v|  ||{B vcoder |
Can you count the number
of people in the image? Yes, there are ten Yes, there are a total of
people visible in the 14 people in the image.
Difficulty Level 3
ge: @ ®

odels. Jain et al




Vision Encoder Enhancement: VCoder

GPT-4V is good at detailed descriptions but fails easily on counting.
G )

~

Chandler stands out in a pink bunny costume. .

VCoder

The objects present in the image are:

What objects canbe | torenize() + embed() tie, person, person-2, wall, window.

i

1
(e ) [T ; '
0 r ' a Tunable Params :
N 'y,| DepthCoder '
T i (CLIP) ﬂ Frozen Params :
R ; ﬂ 1
0 <depth> ! [ 1 1
Ly oo 8 s VCoder I !
i e | 1
I ‘ 1
N I 1
p iy SegCoder 1
U ; (CLIP) :
T <seq> B e S !
S g L 1
USER | Difficulty Level /) L The objects present in | 1 | USER
; 1
What is happening in the image? [ T M the image are: wall, it | eaoiesetihecbEatin thigphts
. . '
GPT-4V | . ImCoder MLP window, two people, tie. | | £.om foreground to background?
| 1
Characters from "Friends" are gathered in a living room, wearing various (CLIP) 1
Halloween costumes, possibly celebrating or attending a Halloween party. <image> I VCoder
1
1
1
1
1
1
1
1
1
1
1

The image shows a group of people gathered in what appears to be a living room seen in the image? >
or a dining area, dressed in various silly, quirky costumes. They are sitting at a Text <query> =
dining table with chairs, engaged in a social event or party. [ ] (a) VCoder augmented (b) QnA about depth order of
Multimodal LLM objects
[ USER | (6] gpT4v ‘3 VCoder
Can you count the number y. e l . I
of people in the image? es, 1 "¢ arel ten Yes, there are a total of . . o . .
= people visleinthe || 14 peple i he inage. Feed the LMMs with perception modalities such as segmentations,
ifficulty Level image. ® Py

depth maps, etc, can significantly improve perception abilities.

Models. Jain et al




Vision Encoder

CLIP Space
2.9 Simc“p = 0.95

Enhancement: MoF

Finding: CLIP and DINOV2 represent

image in different manners

DINOv2 Space

Standard MLLM

[ Language Model OJ

J00000-00oo
T

0 (<text> )

Adapter "How many eyes can
you see in this image?
(a)1(b)2"
AL <image>
CLIP ¥&° -
Y.
Encoder .~
& J

Method: Mixture-of-Features from off-
the-shelf vision encoders

Additive-MoF MLLM

[ Language Model 6]

J00000-000n
T

(6) (" <text> R
Adapter "How many eyes can
you see in this image?
(a)1(b) 2"

<image>
DINO ]
Encoder '
- ' .

CLIP
Encoder

method res  #tokens MMVP  LLaVA POPE
LLaVA 2242 256 5.5 81.8 50.0
LLaVA 3362 576 6.0 81.4 50.1
LLaVA + I-MoF 2242 519 16.7 «107 82.8 51.0
LLaVAl-5 3362 576 24.7 847 85.9
LLaVAl-5 + -MoF 2242 512 28.0w33 82.7 86.3

|-MoF

improves models’ ability to capture details

Interleaved-MoF MLLM

[ Language Model 6]
OO0d0odd--O0 00

= =

[ CLIP 0][ DINOO] e b
ow many eyes can
Adapter Adapter you see in fh?sy image?
(@)1 (b) 2"

<image>
CLIP DINO =]
Encoder || Encoder by
\. J




Vision Encoder Enhancement: Mousi

* More vision experts (CLIP, SAM, LayoutLMv3, etc.)
° Pon—Expert Fusion (MLP and Q-Former) MouSiﬁ ¢ Male cones make pollen.
« Multi-path-single-token projection

Image Caption VQA OCR Others

—— InstructBLIP —— Qwen-VL-Chat —— LLaVA-1.5-7B —— MousSi

TextVQA b Vision-Language Models J

User:
Which cones make pollen?

61.5
MM-Vet A SQA-IMG

T }9 S ';g: e - iens
B /f?—’-ﬁ Image Encoder
> l! ‘* OCR Expert

SEED-Bench MMBench-CN




Vision Encoder Enhancement: BRAVE

 MEQ-Former — Multi-encoder querying transformer
 Five different vision encoders: EVA-CLIP-g, CLIP-L/14, SILC-G/16, ViT-e, DINOv2-L/14

BRAVE Framework Output: Two giraffes MEQ-Former Architecture
B, (& . walking next to each other. | |
o 5 }, ___i |_-..:\.:'L.:-..:J Output features
Input - = = GEE— LM '
image — = 3 Feed leard Feed Forward
o8 mEE W oes Atetion] ‘N
= = a fEsseeass
- I‘ .| MEQ-Former , Self Attention
: : i —_—
O r :
=| |5l @oog @00 (CODEED - 00D [CooO @EB--5
,:.% ~ Leamable  Text prompt: A Concatenated  Learnable  Text
= queries photo of visual features queries prompt
s Frozen ] ] - applied every other block |




Vision Encoder Enhancement: BRAVE

 MEQ-Former — Multi-encoder querying transformer
 Five different vision encoders: EVA-CLIP-g, CLIP-L/14, SILC-G/16, ViT-e, DINOv2-L/14

# params Fine-tuned Zero-shot
: VQAv2 OKVQA GQA [VizWiz-QA GQA MMVP POPE
Method rednable ot test-dev  val  test-dev| test-dev test-dev test test —
SimVLM [86] 632M  632M  80.0 - . - - - - ]
Flamingo [3] 10.2B 80B  82.0 57.8 - 31.6 - - -
MiniGPT-v2 [13] 7B 8B - 57.8 60.1 53.6 . . . x N
GiT2 [82] 51B 5.1B 81.7 - . - - - -
Qwen-VL [5] 9.6B 9.6B 79.5 58.6 59.3 35.2 . . 3 ]
SPHINX-2k [58] 13B 16.5B 80.7  62.6 63.1 44.9 = - 87.2
PaLI-17B [17] 16.9B 16.9B 84.3  64.5 - - - * - "
BLIP-2 [53] 1.2B  12.1B 81.6 54.7 i 29.4 44.7 - 85.3 WE @)
InstructBLIP [23]  188M 14.2B - 55.5 - 33.4 495 167 789  Text
LLaVa'*® [61] 13B 13.4B 80.0 ) 63.3 53.6 Z 247 85.9  Hrompt
LLaVA'?® (I-MoF) [79] 13B 13.6B 79.3 - - - - 313 867
BRAVE 3B 10.3B 825 66.0 66.3 54.2 52.7 42.0 87.6




Vision Encoder Enhancement:

Strategy: Adaptive mixture of experts

Step 1.
Context-aware expert routing

MoVA

Context-aware expert routing: requires constructing

routing instruction tuning data

MoV-Adapter: d ic gati twork
Sy o apter: dynamic gating networ

Expert fusion with MoV-Adapter

Large Language Model

Large Language Model

= |

1 T ;' Selection: Expert 1, Expert 2 , T T
e mM— i VAR i
| <system prompt> ! Expert 1 “ , ;
Downsample , <model descriptions> ' | ! visual grounding - MoV-Adapter <——\ 51g;\ and what does it |
\ lHere is user question: | | | 3 l_§§¥'___§_______________‘
' HAH# ' 1 | CEEEEEEEEEE— | SO 00000 T
l Whel‘e 15 the Nd Sign ‘, | : Expert 2 h : . Expert Knowledge Extractori
Base Encoder ' and what does it say? | | | L T é Base Encoder o |
\ - ##t# L | | | WpEAEN mmEg, :
 Identify and select 1, ...... | A;;:zifn [ - |
' models that will best... | I | i i
S v i Expert N ih | ﬁ” il oymi® LI rex
________________ s 1 chart processing L : Transformer A
‘ Q: Where is the red 1. | | ser Bl :
‘. sign and what does it | I | g | Lﬁ |
, saf,? g Vision Experts |
————————————————— L e e | Adapt |
'L____i__-_'_-_'_f_'_-_-_! __________ sloct| 1



Vision Encoder Enhancement: MoVA

Method: Adaptive mixture of experts Context-aware expert routing: requires constructing
routing instruction tuning data

MoV-Adapter: dynamic gating network

Vision Encoder Task MMB DocVQA ChartQA GQA POPE REC RES SLAKE
CLIP [6d] Image-text Contrastive | 64.9  35.6 35.3 625 85.7 81.5 43.3 63.7
DINOv2 Visual Grounding 57.5 14.7 159 63.9 86.7 86.1 47.5 59.4
Co-DETR 8] Object Detection 48.4 14.2 14.8 58.6 88.0 82.1 48.6 55.3
SAM |3C Image Segmentation 40.7 13.9 15.0 54.0 82.0 79.2 49.3 57.7
Pix2Struct |35] Text Recognition 41.9 57.3 53.4 51.0 781 59.2 32.2 44.0
Deplot |43 Chart Understanding | 36.2 40.2 55.8 481 756 51.1 270 44.5
Vary |75] Document Chart Parsing| 28.1 47.8 41.8 42.6 69.1 21.6 16.0 40.9
BiomedCLIP Q] Biomedical Contrastive | 40.0 15.3 16.8 50.8 76.9 57.8 274 65.1
Plain fusion - 63.4 46.5 48.9 63.0 86.4 85.7 45.3 64.7
MoVA - 65.9 59.0 56.8 64.1 88.5 86.4 49.8 66.3

RS sayr SRR ; Vo YR



Vision Encoder Enhancement: CuMo . _,_,_,
|

Method: Incorporate sparse Tok-K MoE blocks into [ Nooes
CLIP using upcycling strategy

The dog is engaging in the activity of surfing.

Yo MP2
Mt’ y \\‘ ROUter __--’l MLP 3 l____’ Sum
'II \‘\ )
[ MLP 1 ][ MLP 2 ][ MLP 3 ] [ MLP 4 ] 4 3
R ) v
\ [Q MLP-MoE ] Word Co-Upcycled MoE block
~~~~~~~~~ ED:I] 3 ? Embedding
t MM-Vet
CLIP-MoE ] : N
f [ What is the .
[ Top-K Router ] dog doing ? Sane, . A
MoE block o <
T
GQA = . . \| 1475 1500
m\ﬂ X
e N\ s N (" ) ;>(/, &
LLM 4 um ] LLM S\
. J & J \ / % \n 7
[ | | MMBench SEED-IMG
L & MLP J L ‘ MLP ) Co-Upcycle ‘ MLP-MoE 5 ”
( ) 4 A e ~ MMMU
CLIP k& CLip ‘ CLIP-MoE Mini-Gemini Vicuna-78B MM1 7B (Private)
. > ! < > == LLaVA-NeXT Mistral-78 LLaVA-NeXT Vicuna-78
Pre-Training Pre-FineTuning Visual Instruction Tuning == CuMo Mistral-78 (Ours)

rts. Li et al.




In this Talk - A Close Look at Vision

{:} Visual Tokenizer What vision encoder is a good vision tokenizer for LMMs?

« Multimodal pretrained vision encoder CLIP is the best single one but still not sufficient
« Multi-crop strategy can support much higher-resolution using fixed-size encoder
* Mixture of vision encoders with CLIP can further enhance the performance




In this Talk - A Close Look at Vision

{:} Visual Tokenizer What vision encoder is a good vision tokenizer for LMMs?

« Multimodal pretrained vision encoder CLIP is the best single one but still not sufficient
« Multi-crop strategy can support much higher-resolution using fixed-size encoder
* Mixture of vision encoders with CLIP can further enhance the performance

Visual Tokens How to cope with visual tokens for LLMs?




The Curse of Visual Tokens

A low-res image is worth 576 tokens, a high-res image is worth 3k tokens, a video is a disaster

LLM

LLM




Early Strategies to Handle Visual Tokens

Q-Former: Encoder-Decoder architecture Concate-then-projection: concatenate 4
taking user-specific number of queries. adjacent tokens and project into a single one
Queries Instruction
(mo-Em)(00-00)
Image Embeddings ! ' 1
> Q-Former ]
1 \
ElER=l=)
v
Fully | S 4
_ Connected [INST] i </Img> [refer]
Input Tmage v Instruction <Img> f Llpear } where is the
(Do-mm)(oo-0o0) W W (m m | leftear? [/INST]
Choose the correct option to the * concat :I I'l :I I,' ses :I I', -
following question: which picture Y 4 X4

shows the pizza mside the over?
Options: (a) left one (b) right one.
Answer:

Instruction Response

. Dai et al

g 5




Visual Tokens: Scaling on Scales (S2)

» Extract visual tokens for low-resolution image
» Extract visual tokens for high-resolution images and then merge-and-pool
» Concatenate low resolution image tokens and high-resolution image tokens

224x224 16x16x768

> ViT-B > -

—HHR
concat [N
—_— — - Q: What is the C.Ol;)l; of‘t'i,\e water ;ottle?
merge pOOl GPT-4V: LLaVA-1.5: LLaVA-1.5-S%
The water The color of The color of
16x16x768 bottle on the the water the water
ground is blue. bottle is blue. bottle is red.
4x224x224 4x16x16x768 32x32x768
Model Res.  #Tok Vs Vspa
. . . . . LLaVA-1.5-7B [39 336 576 43.5 56.6
« S2 scaling increases the image resolution taken by LMMs while B L b
producing same number of tokens. (+7.8)  (+5.2)
. . . " LLaVA-1.5-13B [39] 336 576 41.7 333
« Significantly improves performance on V* benchmark - S2 Scaling 1008 576 504 632

(+8.7) (+7.9)



Visual Tokens: Adaptive Token Reduction PruMerge

Strategy: token reduction taking into account the spatial redundancy

dhetiagcRespohssla QOQ Three steps for token reduction:
« Sample important tokens

 Cluster visual tokens via k-nearest neighbor
Q Q Q Q Q Hg, « Adjust sampled visual tokens via weighted

Language Model fg

PrOJector w Tokenlzer average for each cluster
---------  —— t
:’ . ’ . Z, ‘: Language):’nstructior S G ] Guide
: : 1 Sy . First Step: ) /" N
- Token PruMerge ) T°ke"{fg% Aw, - o i3 Adaptive e L
____________________ D S Cl:w} B ::t':::"';g Cluster Center
AN ﬁ OOz B aten | e Updatefor
. . Merging Token n
n (B L K ~ Z FFN | - D\. Merged
Vision Encoder e 8 N , [ g > visual |
n 2 Tokens
ot D Sl B oy
Vision Input X, D D Second Step:
D) p— V D Clustering for
D \D | Token Merging | ) LD
% Guide ) -




Visual Tokens: Adaptive Token Reduction PruMerge

Strategy: token reduction taking into account the spatial redundancy

ARGUARC RESPOSE Ya QQQ Three steps for token reduction:
« Sample important tokens

Language Model
gg To |  Cluster visual tokens via k-nearest neighbor

Q Method LLM Res. PT IT VQAY? SQA! VQAT | POPE MME MMB ]
Pro Trava-is Vicuna-7B 336 558K 665K 78.5 66.8 58.2 859 1510.7 643
.’/ - " LLaVA-1.5 + PruMerge Vicuna-7B 336 558K 665K 72.0 68.5 56.0 76.3 1350.3 60.9
i LLaVA-1.5 + PruMerge+ Vicuna-7B 336 558K 665K | 76.8  68.3  57.1 | 84.0 14624 649
: Token LLaVA-1.5 Vicuna-13B 336 558K 665K 80.0 4 61.3 S8 5313 617 D
oo LLaVA-1.5 + PruMerge Vicuna-13B 336 558K 665K 72.8 71.0 58.4 78.5 1428.2 62.3
( () LLaVA-15+PruMerge+ Vicuna-13B 336 558K 665K | 778 710 586 | 844 14855 657 ’
' AT el S D &
Vision Encoder . o BN Ve | D
! PruMerge achieves competitive performance to =® 38 gkene
Vision Input X, LLaVA-1.5 with 25% number of visual tokens /D e fED
Clustering for
D] mm — | IS N

% Guide




Visual Tokens: Matryoshka Multimodal Models (M3)

Strategy: learns to represent visual content as nested sets of visual tokens
Gradually apply average pooling to the [H, W] visual features:
Resulting in visual features with shape [H, W], %gl E,% , -, [1,1]
Average the language modelling loss upon all scales during training.

User can control how many visual

tokens to feed to LLMs.

Similar performance to LLaVA-1.5

on MMBench with only 9 tokens

COCO-style images require much

less tokens than document

Images
°
Text Prompt 70
: Describe the — x 2
scene for me. 60 I/./ /»---“"o""
] e
- 50 !
LITTTTTTL § J
-
S404
: = : —— M3
CiAnuanty Large Language Model = | ~o- LavaLs
Controller 301 ® Oracle under M3
— : X LLaVA-1.5 Specific Scale
. . . . eqe . O Qwen-VL Chat
9 : There are a group of people standing in the ski facility, 201 & o InsiructBLIP-78
0

some of them are holding a green flag while other are ...

100 200 300

400 500

Number of Visual Tokens

600



Visual Tokens: Matryoshka Query Transformer

[ Pre-trained LLM
Strategy: learn a query transformer to A

extract visual tokens in an elastic manner. [ QueryTransformer )+ Elastic Visual Tokens

*
The model effectively concentrates on high- (TMTTTTTTTIT rid Features LY eee [ [

level concepts using fewer tokens and delves | VisionEncoder  J«— Image
into low-level details with more tokens

Improve efficiency by reducing #token but less drop on
performance over 11 benchmarks.

Average Over 11 Benchmarks

Input Image

"|s there a man ironing behind the car? Answer: Yes"
*

xfg‘*‘ih T e : »

2X Speed-up
65 1 500
o 58 —_ e
S S 041 ® = ‘ §
g v o® - 400 ©
S 56 g ,,——; LLaVA-1.5 E
U “‘ -
v N 52 1 —g— Ty SpeS__ [ ODP 300 2
Q 6 oM\ u
O 54 - € 614 2. o
© o 200 &
Input Image g -@- MQT-LLaVA (Ours) Z 601 §
< 2 -~ Fixed #Visual Tokens (Baseline) 50 100
- = LLaVA-1.5 °
TT T T T T T T 0 T Q T 0 T T 0l T T :»
‘ Xopdr > &L & +\9 +.\9 +@ +\9 RS
Number of Visual Tokens i A ©
TFLOPs



Visual Tokens: Deeply Stacking Visual Tokens

 All previous works: string tokens from left to right as a sequence — Sequence LMMs
» This work: stack visual tokens from bottom to top — DeepStack LMMs

Sequence LMMs DeepStack LMMs

Transformer Layer [
Transformer Layers XL

Han
Transformer Layer [,
:
Downscale E E B

Transformer Layer [,

2 ; InfoVQA DocVQA

Sequence  (vis_tok=576, ctx_len=576)
Sequence  (vis_tok=2880, ctx len=2880)
DeepStack-V (vis_tok=2880, ctx_len=576)
DeepStack-L (vis_tok=2880, ctx len=576)

Transformer Layers XL
Transformer Layer [,

Stack tokens from bottom to top

HEBAEBEEBEAnn

Using the same context length, DeepStack with 7B and 13B parameters surpass their counterparts
by 2.7 and 2.9 on average across 9 benchmarks, respectively.

_I.



Visual Tokens: Deeply Stacking Visual Tokens

 All previous works: string tokens from left to right as a sequence — Sequence LMMs
» This work: stack visual tokens from bottom to top — DeepStack LMMs

High Res. Image LLM Block High Res. Image LLM
o oLyl | 5155 Ll
» oA [ R U S onnector
< ‘ ............ g
.EV?E ‘ B LLM Block ViT Block
% g o B i} 5|
: llllllllllll
.. m % LLM Block % 5 .
- g Q 2 = W ViT Block
f’a & 2 = 8 A
-;a gy LLM Block 8 — *~
&, ViT Block
Low Res = Low Res (1] -
. . . InfoVQA DocVQA
Image Vis. tokens Txt. tokens Image
Sequence  (vis_tok=576, ctx_len=576)
DeepStaCk'L DeepStaCk'V Sequence  (vis_tok=2880, ctx len=2880)

DeepStack-V (vis_tok=2880, ctx_len=576)
DeepStack-L (vis_tok=2880, ctx len=576)

Using the same context length, DeepStack with 7B and 13B parameters surpass their counterparts
by 2.7 and 2.9 on average across 9 benchmarks, respectively.

_



Visual Tokens: Deeply Stacking Visual Tokens

° All savarnriAarie varaulse: c+rinA +ALAne frarm |lAfE +A riaht Ac A cARnTIANAA CAamiinn~Aa | NANA-

* General VQA Text-oriented VQA LMM benchmarks
Method LLM Eff Vis. Cxt. PT  SFT | VQA? GQA | Text Doc Info | SEED POPE MM MM
Res. Tok. Len. VQA? VQA! VQA*| (all) (all) MU* Vet
BLIP-2 [43] Vicuna-13B 224 32 32 129M - 41.0 410 | 425 464 853 -
_ InstructBLIP [16]  Vicuna-7B 224 32 32 129M 12M | - 492 | 501 - R 534 - " X
HighRes.Imag  ngructBLIP[16]  Vicuna-13B 224 32 32 129M 12M | — 495 | 507 - : 789 - : -
Shikra [12] Vicuna-13B 224 - : 600K 5.5M | 77.4% - d . . - y . -
IDEFICS-9B [37] LLaMA-7B 224 - . 353M  IM 509 | 384 - . . . . -
IDEFICS-80B [37] LLaMA-65B 224 - 2 353M IM | 600 452 |- x X 2 X x i
Qwen-VL [5] Qwen-7B 448 256 256 14B S50M | 78.8* 59.3* | 63.8 - = 563 - = z
Qwen-VL-Chat [5] Qwen-7B 448 256 256 14B S50M | 78.2* 57.5* | 61.5 - . 589 . g C
VILA [47] Llama2-7B 336 576 576 50M IM | 79.9% 623* | 644 - , 61.1 855 - 34.9
VILA [47] Llama2-13B 336 576 576 S0M IM | 80.8 63.3* | 66.6 62.8 842 38.8

LLaVA-1.5 [49] Vicuna-7B 336 576 576 558K 665K | 78.5% 62.0% | 58.2  28.1 258 | 586 859 353 305
LLaVA-1.5 [49] Vicuna-13B 672 576 576 558K 665K | 80.0% 63.3* | 61.3 303 284 | 61.6 859 348 354
LLaVA-Next [50]  Vicuna-7B 672 2880 2880 558K 765K | 81.8% 64.2* [ 649 744* 37.1*% | 647 865 351 441
LLaVA-Next [50]  Vicuna-7B 672 2880 2880 558K 765K | 82.8% 654* | 669 77.5%¥ 445% | 656 862 359 49.1

DeepStack-V Vicuna-7B 672 2880 576 558K 665K | 80.4* 64.1* | 63.5 410 300 | 623 876 349 330 A
DeepStack-V Vicuna-13B 672 2880 576 558K 665K | 81.1  64.2* | 639 41.7 331 | 630 866 347 31.1 _len=576)
DeepStack-L Vicuna-7B 672 2880 576 558K 665K | 79.5% 63.1* | 624 39.1 298 | 60.6 8.7 357 299 ; len=2880)

LI Vicuna-13B 672 2880 576 S58K 665K 800 e42% | g46 415 230 1635 877 352 350
DeepStack-L-HD{  Vicuna-7B 1344 14400 2880 558K 748K | 82.0% 65.2* | 66.7 78.8* 41.2*%¥ | 63.6 865 356 375 ]tx_len=576)

DeepStack-L-HDf  Vicuna-13B 1344 14400 2880 558K 748K | 83.0% 66.2* | 68.7 81.0% 452*% [ 65.1 86.7 334 393 x_len=576)

Using the same context length, DeepStack with 7B and 13B parameters surpass their counterparts
by 2.7 and 2.9 on average across 9 benchmarks, respectively.




In this Talk - A Close Look at Vision

{:} Visual Tokenizer What vision encoder is a good vision tokenizer for LMMs?

« Multimodal pretrained vision encoder CLIP is the best single one but still not sufficient
« Multi-crop strategy can support much higher-resolution using fixed-size encoder
* Mixture of vision encoders with CLIP can further enhance the performance

{:} Visual Tokens How to cope with visual tokens for LLMs?
 Early strategies like Q-Former and Concatenate-then-projection
« Token reduction by adaptive sampling, nested and elastic organization
 Stack tokens from bottom to top, instead of only stringing tokens from left to right




In this Talk - A Close Look at Vision

{:} Visual Tokenizer What vision encoder is a good vision tokenizer for LMMs?

« Multimodal pretrained vision encoder CLIP is the best single one but still not sufficient
« Multi-crop strategy can support much higher-resolution using fixed-size encoder
* Mixture of vision encoders with CLIP can further enhance the performance

{:} Visual Tokens How to cope with visual tokens for LLMs?

 Early strategies like Q-Former and Concatenate-then-projection
« Token reduction by adaptive sampling, nested and elastic organization
 Stack tokens from bottom to top, instead of only stringing tokens from left to right

Visual Prompting  How to perform visual prompting for LMMs as for text?




Text Prompting for LLMs

Self-Consistency

(Wang et al. 2022) Tree-of-Thought

(Yao et al. 2023)

Chain-of-thought (CoT)
prompting (Wei et al., 2022) Graph-of-Thought

(Yao et al. 2023)

Large Language Models

Structured Chain-
of-Thought (Li et al. Chain-of-Code (Li et al.

2023) Program-of-Thought 2023)
(Chen et al. 2023)




Text Prompting for LLMs

Self-Consistency

-™ C Tl | g

Standard Prompting Chain-of-Thought Prompting
Chain-of | . . Y _ :
. Q: Roger has 5 tennis balls. He buys 2 more cans of Q: Roger has 5 tennis balls. He buys 2 more cans of
promptl n tennis balls. Each can has 3 tennis balls. How many tennis balls. Each can has 3 tennis balls. How many ug ht
tennis balls does he have now? tennis balls does he have now? 02 3)

A: The answer is 11. A:
The answer is 11.

Q: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples Q: The cafeteria had 23 apples. If they used 20 to
do they have? make lunch and bought 6 more, how many apples

do they have?
2 g

A: The answer is 27. x '

(CTwen et al. 2025)

A:
St
of-

answer is 9. \/




Visual Prompting




Why Visual Prompting Would Benefit?

Images are not only semantic, but also visual & spatial

Example of knowledge sources

O Concept name: risotto

%%%1 Def_wik: An Italian savoury dish made
%% with rice and other ingredients

Exemplar images in SGinW Benchmark
- e, N /

-

\vu_ﬁquE'T.’:“' Def_wn: rice cooked with broth and
sprinkled with grated cheese
wpiet - Path_wn: [risotto, dish, nutriment, food,
' substance, matter, physical_entity, entity]
GPT3: ["A rice dish made with arborio rice
and typically served with meat or fish.”,
“A rice dish made by stirring rice into a
simmering broth]

Task preview Task preview I ~ Task preview
HatefulMemes .ShellfishOpenImagesBraCkishunderwater— l\\J utter \. l },” 3
Flowers1 02 DTD F00d1 01 Cmoert Amserplc]z;hssgrgré Pa'Ckages Pasqalvoc PKLot64 PB%!CFt eSS Squreel
COUHtI"y21 1 RESISC45 OpenPoetryVision Aeria M;rlitimetDaoneuarge) |
ss12 WebsiteScreenshots antaocC raccoon :
1 : fothos HardHatWorkers Rail
FQYCALrerafy CaltechlOf Aquar1ump; o~ Bogglghoards i/ el
FER20 3K1tt1DlstanceEUrosatvoc2007 AmerlcanslgnLanguageLettersThermamheetah — Poles SFaver
Stantordfars wnIsT cropp UnoCards ,shiglesoventnages DropeControl ‘

OXfOrdPetS CI FAR1 OOCI FAR1 O EgoHSa?d];;fsl;?eE?}Ycl)ngA(c:e?lI;lMar(l)t)l(ril())rr(;rgi()t?lteds)E(gBaI;SgSE% Strawber ry Tk wate rmelOﬂ




Visual Prompting for Vision Foundations
Visual prompting for segmentation

valid mask valid mask e e 7 i o °
1 UN N R R

lightweight mask decoder the big red sphere . all the spheres ) shadows
Te

i s - = o
model ) i ' A _., 5

top surfaces contour of all spheres

I image '
encoder < \l,
-~ = S h
i prompl = - h ™ =
° L I:l cat with encoder 1 : |
. black ears T T rainbow multiple arbitrary parts
Segmenmlion prompl image prompl image ﬂ mm E . ' l : | ‘Iu ll
(a) Task: promptable segmentation (b) Model: Segment Anything Model (SAM) !
objects in a video ADEZOK semantic segmentation
SAM. Kirillov et al. 2023 SegGPT. Wang et al. 2023
Panoptic Instance  Semantic Point Box Scribble Cross Style Text+Visual

]

Text: largest bear
Person in blue.

i

\—m Visual Prompts @&  — 1 Text Prompt / { Ref Prompt & ] T Composition g"
SEEM. Zou et al. 2023 IMProv. Xu et al. 2023




Visual Prompting for Vision Foundations

Visual prompting for object detection, grounding and counting

Interactive Visual-Prompted Object Detection

>
b E
WSy

h 4

7’“;
S0P

'E
5

Zero-shot Video Object and Part Segmentation

DINOw. Li et al. 2024 T-Rex2. Jiang et al. 2024




Two Types of Visual Prompting for LVFs

Visual Feature Prompting Visual Pixel Prompting

1. Extract visual features as 1. Directly overlay prompts on
the prompts the images

2. Need additional module to 2. Organic to the original
encode the visual prompts LMM systems

3. Require some additional 3. Rely on the original
annotations emerging capability of

LMMs
/ - )

(e.g. SAM/SEEM/DINOv) (e.g. SegGPT/IMProv)

I



Visual Feature Prompting for LMMs

The region in the image is the Space
Needle, an iconic observation tower in
Seattle, Washington, USA. It is one of
the most recognizable landmarks in

La I'ge La ng uage M Od els the city and offers panoramic views of

Seattle and the surrounding area.

J

Text Prompt: Where is the

Vision Encoder
building <region> in the image?

Idea: Replace the textual
tokens with visual features
extracted from image




Visual Feature Prompting for LMMs

* Find-grained Datasets: * Supported Prompts: * Feature samplers:
« COCQ, Lin et al. * Point « RolAlign
« RefCOCO/+, Yu et al. * Box * RolPooling
* Visual Genome, Krishna et al. * Mask « SA-Sampler

 VCR, Zellers et al. Stroke

* Object365, Shao et al. .
*  Flickr30k-Entities, Plummer et al. Vitron. VisionLMM v2.

.. Fei et al.
« SAM, Kirillov et al. WD GEEl:
Pixel LLM. Grounded 3D-LLM.
Xu et al. Chen et al.
More to come...
GLaMM.
Ferret. Rasheed et al. Groma. Ma et al.
You et al.
GPT4Rol. AT V* Wu et al. GPT. G I
SEEM, : RegionGPT. Guo et al.
Zou et al Zhang et al. Wangler al LLaVA-G.
Zhang et al.
June 2023 Oct 2023 Dec 2023 June 2024



Visual Feature Prompting: GPT4Rol

. o . Response
Response
(a) Visual Instruction Tuning I (b) Spatial Instruction Tuning ]

* Technical Design:
« RolAlign extracts multilevel region features [ il e M°de']

« Adaptive to bounding box sizes : i
* Interleaved prompts with text and visual tokens @ -n) MEEEWOEMMW
oy

Image tokens left corner of the picture doing

[ Large Language Model ]

_‘@ What is <region1> doing

Image tokens

Y
\ Please provide a detailed description of the <regionl> and \\
— Region Feature <region2>. What was <region1> doing before <region3> ':
i Extractor touched him? |
)
]
Tokenization & i
<region1> Embedding E
Y s = ;
1
— 088 |—| 0000080000080 | |
I
i
1
1
l :
]
1
LLM !
& /




Visual Feature Prompting: FERRET

* Proposed a spatial-aware visual sampler
» Used text-formatted coordinates in both text prompts and outputs
 Trained the model with a large amount of fine-grained datasets

Hybrid Region Representation ' Ferret Model

It’s a cat tail [80, 590, 450, 920]|
[ \ | \ 000 [ \

Region Name + [Coordinates] + <feature>

|
|
|
|
: Large Language Model
|
|

Free-form Shape
(Sketch, Scribble, polygons) |
_______________________ o
(\('9 o %% > . | i ﬂ
o . Ty, l:‘us.ltm, | [ Image Encoder ]
g e - I Spatial-Aware
Epoemm—— ° [ 2 I3 o

T o N e, N Visual Sampler

I —— ' ‘o,‘.f' ] |
: " sampled Points s
\\\\\ “WTheghoors o | [ Embedding ]
--~"Flatten & | g :
Feature Map Features | Image Input Text w/ references

& Mask Spatial-Aware Visual Sampler

—



Visual Feature Prompting: LLaVA-Grounding

» Use an extra visual grounding module « Support as many types of visual prompts as
taking outputs from LLMs as the condition possible (text, click, box, mark, etc.)
» Use a visual interaction module to encode » Construct a new grounding instruction tuning
the visual prompts and feed them into LLMs data from LLaVA instruction tuning data
Visual Grounding Module input output
P text click box mark | text box mask mark
‘Grounding Bﬁx Mask ' Language LLaVA [12] 7 %
Response M Response MiniGPT-4 [49] v v
——— xg = GPT4ROI [46] 74 74 ¥
T Grounding model <_Pr01ect|o Shikra [3] v v
S ¢ W Ferret [40] v v v v
: D -A0e e ¢ -
P e e aVAL.5[17]
CogVLM-Grounding [33] Vv v v
f ¢ Language Model LLaVA-G (Ours) A % i v Y v
m m m m m m m Describe the following image with grounding.
Hv ‘ llq ‘ The image depicts a group of people sitting at a large, white table, engaged in
7 o { | activities. There are four people in the scene, with three of them sitting close
v ProjeCthﬂ W XQ Hp Projection Wp to each other and one person :sitting further to. the right. They are all using
Vision E e Language 7 PI‘OﬂIpt ’ laptol? computcrs,. likely wor.kmg or collabqratlng ona prqjcct together. The
. 13 table is well organized, featuring ! e : ge T cn on the left
| Instruction : } E'nooder (l"p side, and on the wall. There are also and a cell phone
placed on the table, indicating a casual and comfortable environment. A chair
e xv '-\ xP Visual Pw/ is positioned near the left side of the table, and there are two bottles placed
Image ‘:’}'ual TR T ul-e nearby, possibly containing drinks for the people working at the table.




Visual Pixel Prompting for LMMs

The green box / (1) in the image is
the Space Needle, an iconic
observation tower in Seattle,
Washington, USA. It is one of the most

recognizable landmarks in the cit
La rg € La ng u ag € M Od € I S and gffers panoramic views of Seat>’:le
and the surrounding area.

J

Vision Encoder Text Prompt: Where is the n

. green box / (1) in the image?
4

Direct overlay ~ Direct association

information on image &




Visual Pixel Prompting for LMMs

LLM-Optic. SketchPad.
Zhao et al. Hu et al.
No changes on LMMs, but just pixels! AndroidWorld.
Rawles et al. Analogist.  gpatialRGPT.
The cow that is the smallest The white little lamb GU et al' Cheng et al.
Scaffodling.
Lei et al. MOKA. Set-of-Line
Liu et al. Prompting.
AssistGUI. WebVoyager. CoPA. Zhang et al.
Gao et al. He et al. Huang et al.
3DAxiesPrompt Visualwebarena. gﬁ:rlm B::';"- More to come...
Ly =5 &l Koh et al. . g :
g ManipQA.
GPT-4V-ACT. SEEACT. AN Huang et al.
He et al.
2023 Zheng et al.
Set-of-Mark. .
Yang et al. ViP-LLaVA. GlitchBench. DetToo‘Cham.
Cai et al. Taesiri et al. il G el
RedCLIP,
Shtedritski et al. Dawn of LMMs. GPT-4V Wonderland. SoM-LLaVA. Draw-and-Understand.
Yang et al. Yan et al. Yan et al. Lin et al.
Oct 2023 Dec 2023 June 2024



Visual Pixel Prompting for LMMs

Ul Navigation Robotics
AssistGUI. 3DAxiesPrompt
Gao et al. Visualwebarena. :
Liu et al.
Koh et al. MOKA
GPT-4V-ACT. i i
ik fcaftoﬁlllng Liuetal. PIVOT. ManipQA.
eretal Heetal.  Huang et al.

GPT-4V Wonderland.

SEEACT. Yan et al. CoPA.

Zheng et al. Set-of-Mark. . Huang et al.
AndroidWorld. Dawn of LMMs./ rompting. Robi Butler.
Rawles et al. Yang et al. Zhang et al. Zhang et al.

SketchPad. Analogist.
Hu et al. Gu et al.
WebVoyager. Y
He et al. GlitchBench. Draw-and-Understand.

Taesiri et al. Lin et al.

ViP-LLaVA.

SoM-LLav(A:\a.I etal. LLM-Optic.
Zhao et al.

Yan et al.
DetToolChain. SpatialRGPT.

Wu et al. Cheng et al.

Common



N Set-of-Mark Prompting Unleashes
oY Extraordinary Visual Grounding for GPT-4V




Set-of-Mark Prompting for LMMs

Input: Image ~ Input: Image + SoM ~

SoM Prompting

! B

P N i
N <
User What is on the left side of the right laptop? User What is on the left side of the right laptop?
GPT-4V  On the left side of the right laptop, there is a GPT-4V  On the left side of the right laptop
cup or mug. X (numbered as 9), there is a lamp, which is
numbered as 12. «//
User I want to find a seat close to windows, User I want to find a seat close to windows,
where can | sit? where can | sit?
You can sit on either of the two black You can sit on the chair numbered as 7. It's
GPT-4V  chairs in front of the white desks, as they GPT-4V  the closest seat to the windows
\ are closest to the windowed wall. X / \ (represented by the area numbered as 1). 9

ang et al.




Set-of-Mark Prompting for LMMs

Think Step-by-Step for LLMs — See location-by-location for LMMs

~ ™
Answer:

Yes, | can see the image you've provided.
There are a total of 10 fruits in the basket.
Based on the visual appearance: v/

* Apples: There are 6 apples (circled as fl,
2B EE and ). v/

* Oranges: (circled as

BB andE). v
So, there are two categories of fruits in the

basket: apples and oranges. v/
\ J

what are the === <1/

|in the bas

GPTI'4V [Question: Can you count [{= 0 E T

ket?

(i )

Answer:
Certainly! In the image
provided, | see:

So, there are a total of 11 X
fruits in the basket,
A RInac)

categorized into 3, sh
apples and oranges. +/

\ J

SoM helps GPT-4V to see more precisely and finally induce the correct answers.

« Two essential properties making SoM work:

 Partition an image into a set of semantically meaningful regions to align with the textual outputs, an

ability known as grounding.

« The auxiliary information cast to the input image should be both interpretable and spokenable by
the LMM, so that it can be described in its textual outputs.




Set-of-Mark Prompting for LMMs: Image Partition

Strong performance: accurately segment images Tools: SEEM + Semantic-SAM + SAM

Open vocabulary: understand a wide range of visual concepts '

Rich granularities: not only single objects but also parts Modes: Automatic + Interactive
Automatic:

SEEM

Interactive:

Multi-Granularity SAM

_ al.



Set-of-Mark Prompting for LMMs: Mark Generation

(1) Mask

Mark types: mask, number,

alphabet, box, etc. ' .
‘ is ovedap.ped to the : s
wrong stance. h 3 -

Mark overlaying: start from small
regions to big regions. Exclude
previous regions when overlay
current mark.

The label of large object is l7'
overlapped on the small object. -

Nt I
gy

o
N

The label of object
is overlapped to the
wrong instance.

(4) Mask + Box + Number

// Find center for a region
def Find_Center(r)

D = DT(r) // Run distance transform
¢ = argmax(D) // Find maxium location
returnc

// The main function
def Mark_Allocation(R):

R = Sorted(R) // Sort regions in ascending
order of areas

for k in range(K): do

e = R[k] & =R[: k — 1].sum(0) // Exclude
k —1 regions

C|k] = Find_Center ()

end
return C




Set-of-Mark Prompting for Fine-grained Vision

Open-Vocabulary Segmentation

Model SN Zeieiadee OV Segmentation RefCOCOg  Phrase Grounding VOS
COCO ADE20K | REC RES | Flickr30K DAVIS2017
MaskDINO [~ 7] X X 80.7 -
OpenSeeD [7] X v - 23.4
GLIPvV2 [50] X X - = : B Y P
GDINO [*1] X X 86.1* 90.5
X-Decoder [5] X X - - - 64.6* 62.8
e avadivd. S0 = PolyFormer [] X X 85.8* 672
User: I have labeled a bright numeric ID a User: I have labeled a bright numeric ID at SCgGPT [ J ] X v 75.6
the center for each visual object in the image. the center for each visual object in the image. 65 2 - - 65.7* - 62.8
Please enumerate their names. You must an- Please tell me the IDs for: The laptop behind SEEM [ ] X X 0. ¥
swer by selecting from the following names: the beer bottle; Laptop turned on. s [ *
[Person, ..., curtain] (ignore the 80 categories GPT-4V The IDs for the items you’ve RedCircle [ ] 4 v 09.4*
in COCO) mentioned: The laptop behind the beer bottle: FGVP [14] v v 63.3
GPT-4V 1. Person 2. Person 3. Person 4. 6 Laptop turned on: 2
Surfboard 5. Handbag Shikra [0] v X 82.6* 774
LLaVA-1.5[27] v X 63.3
entation By g entati MiniGPT-v2 [] v X 84.4*
Ferret [54] v X 85.8% 81.1
GPT-4V [ 0] v v 25.7
GPT-4V [*6] + SoM (Ours) v v 727 634 86.4 75.6 89.2 78.8
|
User: Th 2 images are from the same videc;,
where the first image is the first frame and User: I have labeled a bright numeric ID at
the second image is a later frame. In the first the center for each visual object in the image.
image, there are 2 objects labeled with 1,2. Given the image showing a man in glasses
Can you track these 2 objects in the second holding a piece of paper, find the correspond-
image? ing regions for a man in glasses, a piece of
GPT-4V 1. The object labeled with 1 (a paper.
boxer in red headgear) is most similar to the GPT-4V The "man in glasses" corresponds
object labeled with 2 (another boxer in red to the region labeled with "2". The "piece of -
headgear). 2. The object labeled with 2 (a paper” corresponds to the region labeled "5". T—— 2 B
boxer in blue) is most similar to the object (a) A bird with a white wing |~ (b) The Iegsh:f a p:rs1on (c) Trucks [1] tracing (Flicker30k Grounding) (e) (U]
labeled with 1 (another boxer in blue). AL sitting on the couch [1] TN /

4V. Yang et al.



User: What is in the image?

GPT-4V: In the image, I observe the following
items:

Loaf or Cake (1): A rectangular-shaped baked
item, possibly a loaf of bread or a cake.

Creamy Fruit Mixture (2): A bowl containing
a creamy mixture with various berries and possi-
bly other fruits. It might be a fruit salad with a
creamy dressing, yogurt with fruits, or some kind
of dessert.

Sliced Fruits (3): A plate with slices of various
fruits, including what looks like pineapples and
possibly slices of watermelon or another type.
Table Surface (4): A portion of the table or coun-
tertop with a bluish hue.

(con’t) Additionally, there are various decorative
elements, plates, and bowls.

User: What is in 3?

GPT-4V: In the image, the item labeled "3"
appears to be a plate of sliced fruits. It looks
like there’s pineapple and possibly another type
of melon or fruit, such as watermelon or pink
grapefruit.

User: Can I put the fruits in 3 into 27

GPT-4V: Yes, based on the image, the fruits in 3
appear to be sliced fresh fruits, and they can be
mixed or poured into the creamy fruit mixture in
2 to enhance flavor and texture. It’s a common
practice in desserts to combine fresh fruits with
creamy mixtures.

User: Which can be toasted, 1 or 2?

GPT-4V: Based on the image, item 1 (which
appears to be a loaf of bread or cake) is the one
that can be toasted. Item 2 is a creamy fruit
mixture and is not suitable for toasting.

User: How long it usually takes to toast a
slice of loaf in 1?

GPT-4V: Typically, to toast a slice of a loaf like
the one labeled as "1" in the image, it would take
between 2 to 5 minutes in a toaster on a medium
setting.

Set-of-Mark Prompting with Interleaved Prompts and Outputs

User: Can you point me what is the most
unusual thing in this image?

GPT-4V:

Certainly! The most unusual thing in the
image is a man ironing clothes on an ironing
board that is placed atop a moving yellow taxi
cab in a city street. It’s not a common sight to
see someone ironing clothes on top of a taxi,
especially while it’s on the road!

User: Can you point me what is the most
unusual thing in this image?

GPT-4V (SoM):

The most unusual thing in this image is
the man (elements 8, 17, 19) standing on an
ironing board (element 12) that’s placed atop
a moving yellow taxi (elements 2, 6, 11). He’s
ironing clothes in the middle of a city street,
which is highly atypical and not a safe behavior.
This situation stands out as the most bizarre
aspect of the scene.

Grounded Reasoning and Cross-Image Reference

User: What are the common objects in
the two images?

GPT-4V (SoM): The common objects in
the two images are:

¢ A man (In the first image, elements 8, 17, 19;
In the second image, element a)

* An ironing board (In the first image, element
12; In the second image, element b)

¢ Aniron (Not distinctly labeled in the first image
but the man is using it; In the second image,
element f)

¢ Clothes/shirt being ironed (Not distinctly la-
beled in the first image but the man is ironing
it; In the second image, element c)

ding in GPT-4V. Yang et al.



User:
| am on a diet, what are the top things | should avoid
eating?

GPT4-V:

If you're on a diet, it would depend on the specific type of
diet you're following. However, based on the image you
provided, here are some common items that many diets
might limit or avoid:

- Burgers: Especially if made with high-fat meats or served
with cheese and mayonnaise.

- Fries: Deep-fried foods are typically high in calories and
unhealthy fats.

- Chips: Can be high in salt and fats, especially if they're
commercially produced.

- Onion rings: Another deep-fried item.

- Sandwiches with white bread: Many diets recommend
whole grains over refined grains.

- Processed meats: Like the ham in the sandwich, as they

can be high in sodium and preservatives.

- Sauces: Some can be high in sugar, sodium, or unhealthy
fats.

- Soft drinks or sweetened beverages: High in sugars and
empty calories.

User:
| am on a diet, what are the top things | should avoid
eating?

GPT-4V (SoM):

Based on the typical diet considerations, here are the top
items from the provided image that you should most likely
avoid or limit:

1. Onion rings (1 and 11) - Fried foods like these are often
high in unhealthy fats and calories.

2. Fries (8) - Another fried item that can be calorie-dense
and contain unhealthy fats.

3. Burgers (3 and 5) - Depending on their composition, they
can be high in calories, unhealthy fats, and may contain
processed meats.

4. Processed meats (2 and 15) - These can be high in
sodium, unhealthy fats, and other additives.

5. Chips (16) - Typically high in unhealthy fats and can be
calorie-dense.: There is a yellowish sauce or broth on the
plate.

While indulging occasionally is okay, it's best to consume
these items in moderation if you're trying to maintain a
healthy diet.

User:
What is in this dish?

GPT4-V:

The dish appears to feature:

- A grilled or pan-seared fish fillet, which looks like it could
be a type of white fish, possibly sea bass, cod, or halibut. -
Asparagus spears.

- Potatoes, possibly roasted or boiled.

- A wedge of lemon for squeezing over the dish.

- Garnished with fresh parsley or cilantro leaves.

- There might be a light sauce or seasoning drizzled over
the fish and vegetables, but it's hard to specify its
ingredients from the image alone.

This looks like a delicious and healthy meal!

User:
What is in this dish?

GPT-4V (SoM):

Here's a description of the items in the dish:

1. Fish Fillet: The main component of the dish appears to be
a fillet of fish, likely grilled or pan-seared.

2. Lemon Wedge: A common accompaniment with fish dishes
to enhance flavor when squeezed over the top.

3. Parsley or Cilantro: This green herb is used as a gamish
and can add a fresh flavor to dishes.

4. Asparagus: These green stalks are often steamed, salted,
or grilled and served as a side.

5. Sauce or Broth: There is a yellowish sauce or broth on
the plate.

6. Potato: It looks like a roasted or boiled potato.

7. Garnish: These could be green onions or chives scattered
on the plate to add color and flavor.

8. Sauce or Oil Drizzle: There's a darker drizzle around the
potato, which could be a type of sauce or perhaps a
balsamic reduction.

et al.



Tool Usage Instruction

User: How to use this controller?

GPT-4V (SoM):

This appears to be an Xbox One or Xbox Series XIS controller. Here's a basic rundown on
how to use it:
* Thumbsticks (2 & 3): These are primarily used for movement and aiming.

~ Left Thumbstick (2): Controls the movement of the character.

— Right Thumbstick (3): Controls the camera or aiming reticle.
Directional Pad (D-Pad) (1): Used for various functions such as navigating menus, selecting
weapons, or other in-game actions.
Face Buttons (4,5, 6, & 7):

— A (4): Typically the main action or "accept” button.

- B (7): Often the "back" or "cancel” button.

~ X (5): Varies by game, frequently used for interactions.

- Y (6): Like X, its function varies but is commonly used for secondary actions or interactions.

Bumpers and Triggers (8 & 9):
~ Left and Right Bumpers (8): Used for quick actions or toggling between items.

— Left and Right Triggers: Used for primary actions like shooting or accelerating in racing
games.

Menu and View Buttons: Located in the center, used to bring up in-game menus or other overlays.

Xbox Button: Press to go to the Xbox home or turn the controller on/off. Long press brings up a
menu to turn off the controller or console.

Pairing Button: Located on the top edge, used for pairing the controller.

3.5mm Audio Jack: On the bottom, plug in headphones or a headset.

USB Port: On the top edge. used for charging or wired play.

Refer to the game’s manual or in-game control settings for exact functions for each game.

User: How can I get the coins on top?

GPT-4V (SoM):

It looks like you're playing a platformer game reminiscent of Super Mario Bros. Here's a
general strategy based on the layout:

* Elevated Platforms: The platforms labeled as *4” and *7” are the key. You need to first get onto
these platforms to reach greater heights. Depending on the game mechanics, you may need to find a
run-up or utilize a jump-boosting power-up if available.

* Bricks and Blocks: The bricks labeled as "9’ might contain some power-ups or they might be
breakable. In classic platformers like Super Mario, hitting such blocks from below can reveal power-
ups or even create platforms. The same goes for the block labeled as *1°.

* Vertical Jump: Once on the elevated platform 4, try to perform a vertical jump to reach the coins
labeled *11°. Ensure that you time your jump correctly and use any speed or jump boosts, if available.

* Momentum: Some games also allow for gaining extra height in jumps by building momentum. If this
game works similarly, try running from a distance and jumping at the last moment to grab the coins.

* Look for Hidden Power-ups: Some games hide power-ups in the level that can assist players in
reaching difficult places. These might be hidden in unmarked bricks or in other places. If you have
abilities like a double jump, use them.

* Game Mechanics: Every game can have unique mechanics. If there are any other controls or
mechanics you haven’t tried, consider experimenting with them. Maybe there's a way to bounce,
double jump, or use an enemy to boost your jump height.

If you've tried all the general strategies and still can’t reach the coins, it might be beneficial to look up
specific strategies or walkthroughs for the particular game you're playing. Good luck!

User: T am a bit hungry, where can I find
some food?

GPT-4V (SoM):

Based on the image provided., it looks like you're
viewing a floor plan of an apartment. For food,
you should head to the kitchen area which
is labeled with the number "10". That's
where you're most likely to find food or kitchen
appliances to prepare a meal. If you're in this
apartment, head to that section! If you're not,
consider checking your own kitchen or a nearby
restaurant. Enjoy your meal!

User: cool, where should I sit to eat if I
find some food from 10?

GPT-4V (SoM):

Based on the floor plan, the most suitable place to
sit and eat would be at the dining area labeled
with the number "14". It appears to have a
dining table and chairs, making it a comfortable
spot for enjoying a meal.

User: ok, i got a dirty hand, what should
I do?

GPT-4V (SoM):

Based on the floor plan, you should head to the
bathroom areas to wash your hands. You can
go to the space labeled with the number "13"
which appears to be a bathroom. It’s likely to
have a sink and soap where you can clean your
hands. Always remember to wash your hands
thoroughly, especially before eating!

4V. Yang et al.
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Visual Pixel (Set-of-Mark) Prompting for Ul Navigation




Hello, how can | help?

About Store Gmail Images 3 m

Google

Google Search I'm Feeling Lucky

Open Devlools Observe Continue Execute p‘ >

https://github.com/ddupont808/GPT-4V-Act



Zero-shot Smartphone GUI Navigation

Instruction query:

You are asked to shop
for a milk frother, your
budget is between $50
and $100.

Prompt for all steps:

Imagine that you are a
robot operating an
iPhone.

You are asked to shop

for a milk frother, your
budget is between $50
and 5100.

Your previous action is:

Below is what you see
on the screen, with
numeric IDs added. For
the next action, which
ID would you click on
the screen next?

® i

L T T

Sy

(1) GPT-4V:

To shop for a milk frother within
the specified budget using the
iPhone interface shown in the
image, | would select an
application that is capable of
online shopping. In this
scenario, | would click on ID 16
to use the Amazon app, asitisa
comprehensive and
user-friendly platform for
purchasing a wide variety of
products, including kitchen
appliances like milk frothers.

(2) GPT-4V:

To proceed with shopping for a
milk frother within the specified
budget using the Amazon app,
the next step would be to dick
on ID 6, which represents the
Amazon app on the screen. This
will open the app and allow me
to search for milk frothers
within the budget range.

o Keep shoppiyg for
HangRs veca

aw ..l--.r:
—
Deals for you
2 v s & s oW =
*
(3) GPT-4V:
I would click on the search bar
at the top of the Amazon app

interface, which is typically
where you would enter a search
query. This search bar is labeled
with 1D 5. By clicking on this, |
can then type in "milk frother”
and set the price filter to show
results that are between $50
and $100.

Lt | FAAES U TegE et SIEDY
" MOgo  Ucggis  Saun ¢

Mgt Genigl Mot papheed P gl

S il e o s

LIOK Burt 3540k Frcther and
Showver, Mdwwati Mol ol Cold

j O P 208 M M

®a ¥ B w =2
2 il

(4) GPT-4V:

The next step would be to refine
the search results by setting the
price filter. In this interface, the
1D most likely to represent the
filter or sorting options is 8
labeled "Filters,” which seems
to be the right place to start
refining the search results
according to the budget. So the
next action would be to click on
1D 8 to access filtering options,
including setting the desired
price range.
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(5) GPT-4V:

The logical next step would be to click
on the price filter that matches your
budget range. Looking at the screen,
you would choose the price filter that
Iincludes $50 to $100. The closest
available options are 1D 25 for "$25 to
$50" and 1D 26 for "$50 to $100". Since
your budget starts at $50, you would
click on ID 26 to filter the search results
to show only milk frothers that are
priced between $50 and $100.

=]

XgEget100  RAgRh AU Unge:
xu«m‘ilnu. “iogey  ggre!

Max Protein, Matcha & Mare Or Froth To Perfection

All'h C"al m‘-wd Prerfer eards
Seo praduct page for ok chlen.

LOR Bartata Mik Frother and
Stcoffii]. Aumomatic Mot and Cold
Foam Maker and Mk Warmvec..

I
CD. % l“i L] =
(6) GPT-4V:

The next action would be to
click on ID 13, "All results," to
view all available milk frothers
within the selected price range
of $50 to $100.



VisualWebArena
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Visual Pixel (Set-of-Mark) Prompting for Robotics




Visual Pixel Prompting for Robotics Navigation

Task: What actions should the robot ~ Task: What numbers overlay the “L Task: What actions should the robot  Task: What actions should the robot
take to pick up the DNA chew toy? kid"? take to go to wooden bench without  take to put the pepper shaker on the
hitting the obstacle? pink plate?

=
(5
)

Iteration O:

Arrows: [12, 13, 14]

Iteration O:
Arrows: [1]

Iteration O: _— Iteration O: -
Arrows: [7,13, 18] L 2 B Markers: [10, 1, 14, 17)

—.

( 2_"\

\ .

Iteration 3:
Arrows: [2]

Iteration 1:
Arrows: [1]

Iteration 4: .
Markers: [5] =™

Iteration 1:
Arrows: [16]




Visual Pixel Prompting for Robotics Manipulation

Decompose take into subtasks and address grounding sub-tasks with visual pixel prompting

.........................................................................................

Use the broom to wipe the tash to the right sde of the g/ : high-level reasoning low-level reasoning
table after mowving the eyeglasses into the case. : l 1
H P =" ..’:J.'-' A 3 s - - i ,...--...-....-......-...4 ------------------------ 3
text prompt T response [k-th subtask] : text prompt :  response [affordance]
Decompose the task into a sequence { Describe the motion of the robot {
of subtasks and summarize the ‘instruction’: 'Wipe the snack ;| anipper by selecting keypoints and : ‘grasp_keypoint”: 'PS’,
information of each subtask. package to the right side of the table i | waypoints along with other attributes. | ! function_keypoint ' '
using the brush.', : : target_keypoint” ‘01,
<description of the reguest formal> ‘object_inhand': ‘broom’, <description of the request format> ‘pre_contsct_tile': ' 1",
‘object_unattached": ‘trash’, : ‘post_contact_tike": "',
<description of the response formal> ‘motion_direction': ‘o the night', | <description of the response formar=> <additional atiributes>
} ‘ }
{ : visual prompt

input image segmentation masks | marked image generated motion

..................................................




Visual Pixel Prompting for Robotics Manipulation

- ~

/ Coarse-Grained @ User ¥ @ g

Object Gri ounding Find grasping objects.
Hammer the nail. Find grasping parts.

Hammer the nail.

Current Image

Fine-Grained
Part Grounding

Grasping Parts

USSR U U S

N o e e en e e e - e en - e . G . G S G eE  Gn EE Gm S En En e Gm e En e em e en e e o

Task-Relevant

3D Components Spatial Constraints:

- 1. Vector 2 and Veclor 2 are colinear.
4 2. Point 2 is 5 cm above Point 3.
3. Vector 2 points downward. i o oy o \
4. \ector 1 is parallel to the table | Post-Grasp Poses,
Constraint ~ surface. Solver '_ £P_1,_P 2 :‘LIZN} P,

Generation
Subsequent Actions:

Grounding
Module

3D Processing

@User

Find task-relevant ”
geometry parts. u 1. Move vertically down 7 cm.

Hammer the nail.




Recap: Visual Prompting for LMMs

Visual Feature Prompting Visual Pixel Prompting

1. Extract visual features as 1. Directly overlay prompts on
the prompts the images

2. Need additional module to 2. Organic to the original
encode the visual prompts LMM systems

3. Require some additional 3. Rely on the original
annotations emerging capability of

LMMs
/ - )




Can we build our own LMMs to support
visual pixel prompting?




Visual Pixel Prompting LMMs: ViP-LLaVA

@ : The person marked with the red arrow is holding a

green flag. This flag is used for ...
Large Multimodal Model CLIP Image D The
Encoder Large man with
blue scribble
f is try to
T Language catch the
Text Prompt BFusion & INEMLP [ ball in a
o 4 baseball
TIIIILI ;“ MOdel game
ITITIITT because his
11 i @ : what is the man marked Embedding hand are ...
6 Layer

. with scribble trying to do?
: What 1s the —

person marked

with the red arrow . . .
holding? * No need for complex region encoding, but achieve

— g state-of-the-art performance on region
| | understanding tasks like Visual7W, PointQA, and
Visual Commonsense Reasoning benchmark.

* ViP-Bench, a comprehensive benchmark to assess
the capability of models in understanding visual

prompts




Visual Pixel Prompting LMMs: SoM-LLaVA

Empowering Open-Source Multimodal LLMs with Set-of-Mark
Prompting and Improved Visual Reasoning Ability.

Input: Image

N
User What items are there near the Marshal

speaker?

LLaVA-1.5 Thereis a laptop and a cup near the o
Marshall speaker.

User To move the speaker closer to the curtain

while keeping the laptop in the current
position, which item should | swap it with?

QVA-LS You should swap the laptop with the cup/

Input: Image + SoM

Conversation

User What items are there near the Marshal \
speaker?

SoM-LLaVA There is a laptop tagged with number 7
and a notebook tagged with number 8. Q

To move the speaker closer to the curtain
while keeping the laptop in the current
position, which item should | swap it with?

User

SoM-LLaVA You can swap it with the lamp tagged with
number 9. 0

Dedicatedly trained models can outperform
GPT-4V for set-of-mark prompting

2]
o

80 .

> > —o— list
2 70 —o— list 7B 8 75 —o— list+mix-665k
3 —e— |ist 13B 2 list+nonocr
é ——-- GPT-4V g —o— list+ocrtext

04—t 70

50 65

10k 25k 50k 75k 100k 10k 25k 50k 75k 100k

Number of listing data (k) Number of listing data (k)

(a) Ablation on model sizes with LLaVA-1.5 (b) Ablation on data sources with LLaVA-1.5-7B

Method LLM POPE MME SEED-I = LLaVA-Wild = MM-VET
BLIP-2 Vicuna-13B  85.3 12938 497 38.1 22.4
LLaVA-1.5 Vicuna-13B  85.9 15313 68.2 70.7 354
SoM-LLaVA-1.5 Vicuna-13B  86.6 1563.1 69.6 75.3 2530
SoM-LLaVA-1.5 w/ tags  Vicuna-13B  87.0 15728  69.5 733 37.2

Force LMMs to list item one-by-one can
improve the grounding and reasoning ability

an et al.




Emerging Capability in Phi-3-Vision

Model quality

Phi-3-small
o

Phi-3-mini-4k

@
Llama-3-8B-In
Phi-3-mini-128k o

® Gemma 7B
® Mistral

7B

8

Phi-3

Quality vs. size in SLM

Model quality measured on MMLU benchmark

Phi-3-medium
()

Mixtral

8)“8

Size in billions of parameters (active)

12 16

anguage Model Locally on Your Phone. Microsoft



Phi-3-Vision

Category ] Phi-3-Vision- Llava-1.6 QWEN-VL Llama3-Llava- Claude-3 Gemini 1.0 GPT-4V-
128K-In Vicuna-7B Chat Next-8B Haiku ProV Turbo
5 RN 40.4 342 390 36.4 407 42,0 55.5
opular aggregated (val)
benchmark
MMBench 80.5 76.3 75.8 79.4 62.4 80.0 86.1
(dev-en)
Visual scientific ScienceQA 90.8 70.6 67.2 737 72.0 79.7 [£74
knowledge reasoning  (img-test) ' ' ' ' ' . .
’;";”?Y‘Sta 445 315 294 34.8 332 35.0 475
Visual math (st
reasoning
EEICES 38.1 205 223 24.6 32.1 286 41.0
(test)
ﬁeli,o 76.7 63.1 59.8 66.9 60.3 62.8 747
Chart reasoning
Charan 814 55.0 50.9 65.8 59.3 58.0 623
(test)
Docu!nent TextVQA 70.9 ERE 594 55.7 62.7 64.7 68.1
Intelligence (val)
Pbjest Vise! FORE 85.8 87.2 826 87.0 74.4 84.2 837

presence verification

(test)




Phi-3-Vision

extract all displayed texts and keep original displayed format. For the left section, please
use markdown table with column “coffee”, “small”, “median” and “large

{ right section, please use JSON format
OCOFFEE & TEA -

6 0 O 00 0 SIIVED CUP! PO ®

Instead, for the

Certainly! Below is the markdown table converted from the image:
Esspresso

Americana
COFPU cino

Medium | Large

N,

QOLONG
HERBAL

What is the price of a Cappuccino with large size?

@® The price for a Cappuccino in large size is $3.25.

o

How much does it cost to add ice to a tea?

@ It costs an additional $1.00 to add ice to any tea.

If someone wants to buy a pot of tea, how much would it cost?

® A pot of tea would cost $4.00.

ally on Your Phone. Microsoft



Phi-3-Vision

&) Chatbot E Chatbot

HHHHHEe
0

hich chair should I sit if | ttoh lamp? :
which chair should I sit if | want to have a lamp what is 3?

You should sit in Chair 8 to have a lamp, as it is the only chair with a lamp on the desk.

The number 3 is associated with the garnish on top of the fish, which appears to be a sprig of parsley.




Recap: A Close Look at Vision

{:} Visual Tokenizer What vision encoder is a good vision tokenizer for LMMs?

« Multimodal pretrained vision encoder CLIP is the best single one but still not sufficient
» Multi-crop strategy can support much higher-resolution using fixed-size encoder
* Mixture of vision encoders with CLIP can further enhance the performance

{:} Visual Tokens How to cope with visual tokens for LLMs?
 Early strategies like Q-Former and Concatenate-then-projection
« Token reduction by adaptive sampling, nested and elastic organization
 Stack tokens from bottom to top, instead of only stringing tokens from left to right

{:} Visual Prompting  How to perform visual prompting for LMMs as for text?

« Two visual prompting strategies: feature-based and pixel-based

« Both have pros and cons, and visual pixel prompting is much easier to apply

* LMMs can be trained to obtain visual pixel prompting capability, and could potentially
have such capability emerged in small models, e.g., Phi-3-Vision




Challenges & Opportunities




Current LMMs still fall short of many “easy” tasks like

Dx3z o Frisn
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what will the right girl write?

which slot is the red car parked?

The right girl is writing the equation "11 - 2 =" on the chalkboard. The red car is parked in the slot labeled "28."

* It wrongly locates the girl on the right « Itis not able to build the correct association

Spatial Referring and Reasoning



Current LMMs still fall short of many “easy” tasks like

how many totamos?

how many people shown in this image?

There are six tomatoes in the image.

The image shows a collage of 12 people.

* There are 10 people in the image * There are five tomatoes in total

Counting



Current LMMs still fall short of tasks like

why are the people laughing?

what if | push the cup t o right?
) ChatGPT

The image appears to capture a candid moment where a group of people, including President
@ ChatGPT
If you were to push the cup to the right, it would move closer to the edge of the surface it's resting

Barack Obama, are sharing a lighthearted moment. President Obama is seen with a smile, walking

past a man who is much taller than him and is measuring his height against a door frame. The

on. Depending on how far you pushed it, there could be a risk of the cup falling off the edge,
humor likely comes from the stark height difference between the two men and the playful potentially causing the cup to break or the contents to spill. Visually, pushing the cup to the right
comparison that is being made, which is a relatable and humorous situation for many people. It's would also alter the composition of the scene, potentially disrupting the balance and symmetry of

these kinds of spontaneous, human moments that often bring out laughter and smiles in a group. the current setup.

* Planning « Understand the humor in the image - Causal-effect reasoning

All answers are so general, ungrounded and less informative ®




Current LMMs still fall short of realistic tasks like

/f/food
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= ] Obligatory Halloween Pumpkin Loaf!
i

Pecan Croissant

-

Webpage with SoM of Interactable Elements

[7] [A] [Comments]

[8] [BUTTON] [Hot]

[9] [IMG] [description: picture of a pumpkin]
[10] [A] [kneechalice]

[11] [A] [45 comments]

SoM Elements and TextContent

vria

“I'm trying to find

b ’?;" this post. Navigate 100+
G g to the comment
S section for it."
80t
60

Overall Success Rate (%)

LLM / VLM 40t
Agent
@ 20 -
click [31]

« Agent Navigation

Text-only

Success Rates of GPT-4 on VWA

A huge gape of success
rate between GPT-4V
and Human

Text + Captions Multimodal SoM Human Performance

—



Opportunities: More Capable on Images

Q: Is the dog facing left or right Q: Do you see any Q:1s the door of the truck cab open? Q: In this image, how many eyes Q: How many wheels can
from the camera’s perspective? window in this image? ; can you see on the animal? you see in the image?
The dog s facing to the right from r:o there u:hno windows v:iblelm , No, the door of the truck s NOt Open in ;h:;"c:: s:o;:ob:: ::: ::f the T":z,} in the image provided, | can see tWO
the camera’s perspective. You can tell by this image. The image shows a traditional re: hase-u acng shghtly to
the posttion of &3 tail and the c-'lcrt::»c:‘ pdlar box, which Is a type of mailbox found in L i S ts right, which presents only one side of its l WheElS on the ishle side of the car.
of its body the United Kingdom. face to the viewer

3

Q: From the camera’s perspective,

Q: Does the keyboard R AR R R Q: Is the edge of the heart in the Q: Is the school bus parked facing the Q: Are the butterfly’s feet visible?
have a backlight? P 8 : P picture white or dark-colored? camera or away from the camera? z 4
left or right side?
. Based on the image, it appears that the From the camera’s perspective, the plano’s The image you've prowided is small and of The school bus Is parked facing away from The butterfly’s feet are NOL visible inths
keyboard does have a baCk“ght back panel isON the left side. the low resolution, but it appears that the hearts the camera. vou can tell because the rear image. The wings and part M?’" body of the
This &5 indicated by the llumination seen keys visible in the foreground suggest that have 3 dark-colored edge or cutine. lights and the back of the exterior rearview mirror butterfly are in view, but the feet are .
around the keys, which suggests that there Is we looking at the plano froan fronbelght This outline varies in visibility, Mkely due to J;E visble. The text “SCHOOL BUS® Is also hidden beneath the body or out of the frame of
a light source beneath them to enhance side, thus placing the back panel on the left the quality of the image. reversed, which s typically seen on the front of a the picture. Sutterflles have delicats, slender feet
bility in low-light c from thi angle bus, designed o that & reads correctly in a which are often not the mast noticeable feature

when they are perched, especially from the angle
shown in this image.

reanview mirror.

s. Tong et al.




Opportunities: More Capable on Multiple Images

Attribute Similarity

'.

Which images contains same object with same
as il attribute: hardness?

Counting

.‘ How many hands with gloves on?

Visual Retrieval

MUIRBENCH

A

Image-Text Matching

Thearetical properties of Nost Nurnericdl

What s Noermed tood cut?

» St ot o ot A 3D

- s
o1

@ What can be the title of this presentation?
G

eographic Understandin

“ Which two maps portray the same region?

Diagram Understandin

- i G
@ Which image exhibits the identical building? Omp’ehonswe & Robust Multi-image Understanding
Scene Understanding
Cartoon Understanding
. C)A - e I

Z LA SS=—

What color are the traffic lights to your left?

=

L0

@ Which object is next to the pinecone?

(£%) What is happening on?




Opportunities: More Advanced Prompting Techniques

Geometry

(> Prove the angles of :
¢ AABC sum to 180°

d°°p GPT-40

Start by assuming,
for contradiction,
that the sum is not
180°. We'll introduce
a new angle, <44 ..

%) sketchPad + GPT-40

%}? Draw line DE parallel to AC

44 is congruent to <2, and 45 is
congruent to <43. <41, <44, and 45
form a straight angle = 1808°. So
41, £2, £3 add up to 180°. /

(@)

s (? Is f(x) an convex

Math Function

2]2] SketchPad + GPT-40

7)# Plot the function

function?

fix) =0.14 |x| - 5.09

It is convex for x>0 convex because line between any
but concave for x<@ two points lie above the graph.

X

(b)

Visual Search

'",l """ According to the |
? board, what is the
' type of the shop?

The sign in the image
reads “ceremonial
matcha,”. it's a cafe.

2|5 SketchPad + GPT-40

%}? Use sliding_window to
find the board

- gy
-'

I see a board in patch 2
and 3 and will zoom in

| The zoomed-in image
shows the text
“corepower YOGA”. So

it’s a yoga studio »

(c)

Spatial Reasoning

_§ (?3 Are there cookies
stacked on other
cookies?

2|5 SketchPad + GPT-40

‘éyUse segmentation & marking

Cookies 2 and 5 seem
to overlap. Need to
analyze their depth

GPT-40 ?[ Use depth estimation

Warmer colors
indicate closer
proximity, suggesting
they are stacked on

x cooler-colored oneV

No

(d)

u et al.




Opportunities: More Understanding of Videos

 Static image is insufficient to capture the world surrounding us

.| Video
7l network

Human locomotion

T

SR

Social interaction Video + 3D scans

e Howto100M

. Miech et al.
. Grauman et al.



Opportunities: More Understanding of Videos

Q: How many animals appear in the video?
A: Two. There are a horse and a dog

Q: What has been changed in the video? Attribution
A: The bottom drawer has been closed. Temporal Understanding _
Understanding Domain

Procedure Expertise
Understanding

Q: What is the reason that the lady decides to use the easy frost?
A: Because it has no-fuss frosting.

Future
Prediction
Q: What was firstadded intothemilk? |  BEFSSSPFSEEE C.C% s === OOy
A: Cocoa powder. faceted Q: What will happen next as the price is below the blue and red lines?
Reasomng A: The price will go down
Counterfactual
Thinking

Q: What would happen if the man skipped the step shown in the video?
A: The desktop of the coffee table will be upside down, which will make it
iImpossible to mount the legs.

Q: How do the pulleys move when the hands are off the pulley system?
A: Two static and two moving upward.

.He et al.




Opportunities: More Capable of Reasoning and Plannings in Real World

* An intelligent Al should be able to understand and interact with human and physical world

* Robotics » Automatous Driving



Thanks for your attention!

Enjoy your stay at Seattle!




