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A Typical Large Multimodal Model (LMM)

Large Language Models

Vision Encoder Text Prompt: Where is the 
tower building in the image?

The tower in the image is the Space 
Needle, an iconic observation tower in 
Seattle, Washington, USA. It is one of 
the most recognizable landmarks in 
the city and offers panoramic views of 
Seattle and the surrounding area.



Microsoft Research

A Typical Large Multimodal Model (LMM)

Large Language Models

Vision Encoder Text Prompt: Where is the 
tower building in the image?

The tower in the image is the Space 
Needle, an iconic observation tower in 
Seattle, Washington, USA. It is one of 
the most recognizable landmarks in 
the city and offers panoramic views of 
Seattle and the surrounding area.



Microsoft Research

A Typical Large Multimodal Model (LMM)

Large Language Models

Vision Encoder Text Prompt: Where is the 
tower building in the image?

The tower in the image is the Space 
Needle, an iconic observation tower in 
Seattle, Washington, USA. It is one of 
the most recognizable landmarks in 
the city and offers panoramic views of 
Seattle and the surrounding area.

Visual Tokenizer1



Microsoft Research

A Typical Large Multimodal Model (LMM)

Large Language Models

Vision Encoder Text Prompt: Where is the 
tower building in the image?

The tower in the image is the Space 
Needle, an iconic observation tower in 
Seattle, Washington, USA. It is one of 
the most recognizable landmarks in 
the city and offers panoramic views of 
Seattle and the surrounding area.

Visual Tokens

Visual Tokenizer1

2



Microsoft Research

A Typical Large Multimodal Model (LMM)

Large Language Models

Vision Encoder Text Prompt: Where is the 
tower building in the image?

The tower in the image is the Space 
Needle, an iconic observation tower in 
Seattle, Washington, USA. It is one of 
the most recognizable landmarks in 
the city and offers panoramic views of 
Seattle and the surrounding area.

Visual Tokens

Visual Tokenizer

Visual Prompting3

1

2

1



Microsoft Research

In this Talk - A Close Look at Vision

Visual Tokens

Visual Tokenizer

Visual Prompting3
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What vision encoder is a good vision tokenizer for LMMs?

How to cope with visual tokens for LLMs?

How to perform visual prompting for LMMs?
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In this Talk - A Close Look at Vision

Visual Tokenizer1 What vision encoder is a good vision tokenizer for LMMs?
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An Overview of Vision Encoder

Supervised Learning Masked Modeling Auto-encoding Self-Distillation Multimodal Learning
ViT, Dosovitskiy et al. MAE, He et al. VQVAE, Van den Oord et al. DINO, Caron et al. CLIP, Radford et al.



Microsoft Research

e.g., CLIP

Vision Encoder used in LMMs

Multimodal Learning

e.g., 
DINOv2

Self-Distillation

e.g. 
VQ-VAE

Auto-encoding
Supervised Learning
Masked Modeling

• A (Counter)-intuitive de facto:
• Almost all LMMs used multimodal learned 

vision tokenizers
• A few of them used DINOv2 for vision 

tokenizer
• VQ-VAE is used when image generation is 

considered
• No one used MAE or ImageNet-22k? 

Popularity of different vision encoders in LMMs
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Behind the Scene
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SEED-Bench

CLIP-L SigLIP-L DINOv2 DiT-PixArt SD-2.1-Unet

• Ablation on different vision encoders:
• LLM – tinyLLAMA-1.1B
• Follow LLaVA-1.5 training recipe 
• Report results on SEED-Bench

• Observations:
• CLIP and SigLIP (significantly) outperforms 

non-multimodal pretrained ones
• VQ-VAE and diffusion models are much worse 

for multimodal understanding tasks
• DINOv2 is in the between but lag behind a lot 

CLIP and SigLIP.
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Behind the Scene

SD-2.1-336 CLIP-L

DINO-v2SigLIP-L

• TSNE visualization of 
features extracted from 
different vision encoders

• Different colors represent 
features extracted from 
different image categories in 
imagenet-1k

• The features from 
multimodal models can 
distinguish the visual 
concepts much better
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Behind the Scene

Prismatic VLMs: Investigating the Design Space of Visually-Conditioned Language Models. Karamcheti et al.
BRAVE : Broadening the visual encoding of vision-language models. Kar et al.

LlaVA-1.5 as the baseline

FlanT5-XL as language model, Q-Former for token compression



Microsoft Research LLaVA-NeXT: Improved reasoning, OCR, and world knowledge. Liu et al.

Vision Encoder Enhancements: Higher Resolution

Increasing image resolution and number of visual tokens (576->2880 maximal) 

Dynamic High Resolution with fixed size vision encoder



Microsoft Research LLaVA-UHD: an LMM Perceiving Any Aspect Ratio and High-Resolution Images . Xu et al
InternLM-XComposor2-4KHD. Dong et al

• Image modularization to divide images into smaller slides;
• Compression layer to condense visual tokens
• A spatial schema to organize slide tokens.

LlaVA-UHD InternLM-XComposor2-4KHD

• Dynamic Image Partition.
• Global-local format.
• Image 2D Structure Newline Indicator.

Vision Encoder Enhancements: Higher Resolution



Microsoft Research Mini-Gemini: Mining the Potential of Multi-modality Vision Language Models. Li et al
ConvLLaVA: Hierarchical Backbones as Visual Encoder for Large Multimodal Models. Ge et al

Mini-Gemini Conv-LlaVA

Vision Encoder Enhancements: Higher Resolution

ConvNeXT can take high-resolution images by nature (w.o. positional embedding intrapolation)

• Dual vision encoder (CLIP + ConvNeXt)
• Patch info mining (Cross-attention query)

• Introduce an additional stage in convnext
• Three training stages
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Enhancement by Ensemble

SegmentationDetection

Depth

CLIP

SigLIP

OCR

DINOv2
EVA-CLIP

Layout

Vision Encoder Enhancements: Ensemble
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Vision Encoder Enhancement: VCoder

VCoder: Versatile Vision Encoders for Multimodal Large Language Models. Jain et al

GPT-4V is good at detailed descriptions but fails easily on counting.
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Vision Encoder Enhancement: VCoder

VCoder: Versatile Vision Encoders for Multimodal Large Language Models. Jain et al

GPT-4V is good at detailed descriptions but fails easily on counting.

Feed the LMMs with perception modalities such as segmentations, 
depth maps, etc, can significantly improve perception abilities.
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Vision Encoder Enhancement: MoF

Finding: CLIP and DINOv2 represent 
image in different manners

Method: Mixture-of-Features from off-
the-shelf vision encoders I-MoF improves models’ ability to capture details
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Vision Encoder Enhancement: Mousi

MouSi: Poly-Visual-Expert Vision-Language Models. Fan et al

• More vision experts (CLIP, SAM, LayoutLMv3, etc.)
• Poly-Expert Fusion (MLP and Q-Former)
• Multi-path-single-token projection



Microsoft Research BRAVE : Broadening the visual encoding of vision-language models. Kar et al.

Vision Encoder Enhancement: BRAVE

• MEQ-Former – Multi-encoder querying transformer
• Five different vision encoders: EVA-CLIP-g, CLIP-L/14, SILC-G/16, ViT-e, DINOv2-L/14
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Vision Encoder Enhancement: MoVA

MoVA: Adapting Mixture of Vision Experts to Multimodal Context. Zong et al.

Strategy: Adaptive mixture of experts
Context-aware expert routing: requires constructing 
routing instruction tuning data
MoV-Adapter: dynamic gating network
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Vision Encoder Enhancement: MoVA

MoVA: Adapting Mixture of Vision Experts to Multimodal Context. Zong et al.

Method: Adaptive mixture of experts Context-aware expert routing: requires constructing 
routing instruction tuning data
MoV-Adapter: dynamic gating network
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Vision Encoder Enhancement: CuMo

CuMo: Scaling Multimodal LLM with Co-Upcycled Mixture-of-Experts. Li et al.

Method: Incorporate sparse Tok-K MoE blocks into 
CLIP using upcycling strategy
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In this Talk - A Close Look at Vision

Visual Tokenizer1 What vision encoder is a good vision tokenizer for LMMs?
• Multimodal pretrained vision encoder CLIP is the best single one but still not sufficient
• Multi-crop strategy can support much higher-resolution using fixed-size encoder
• Mixture of vision encoders with CLIP can further enhance the performance
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In this Talk - A Close Look at Vision

Visual Tokens

Visual Tokenizer1

2

What vision encoder is a good vision tokenizer for LMMs?

How to cope with visual tokens for LLMs?

• Multimodal pretrained vision encoder CLIP is the best single one but still not sufficient
• Multi-crop strategy can support much higher-resolution using fixed-size encoder
• Mixture of vision encoders with CLIP can further enhance the performance
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The Curse of Visual Tokens

111

LLM

111 …

4 44…

A low-res image is worth 576 tokens, a high-res image is worth 3k tokens, a video is a disaster

?

LLM
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Early Strategies to Handle Visual Tokens

InstructBLIP: Towards General-purpose Vision-Language Models with Instruction Tuning. Dai et al.
MiniGPT-v2: Large Language Model As a Unified Interface for Vision-Language Multi-task Learning. Chen et al.

Q-Former: Encoder-Decoder architecture 
taking user-specific number of queries.

Concate-then-projection: concatenate 4 
adjacent tokens and project into a single one
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Visual Tokens: Scaling on Scales (S2)

When Do We Not Need Larger Vision Models? Shi et al.

• Extract visual tokens for low-resolution image
• Extract visual tokens for high-resolution images and then merge-and-pool
• Concatenate low resolution image tokens and high-resolution image tokens

• S2 scaling increases the image resolution taken by LMMs while 
producing same number of tokens.

• Significantly improves performance on V* benchmark
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Visual Tokens: Adaptive Token Reduction PruMerge

LLaVA-PruMerge: Adaptive Token Reduction for Efficient Large Multimodal Models. Shang et al.

Strategy: token reduction taking into account the spatial redundancy

Three steps for token reduction:
• Sample important tokens
• Cluster visual tokens via k-nearest neighbor
• Adjust sampled visual tokens via weighted 

average for each cluster
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Visual Tokens: Adaptive Token Reduction PruMerge

LLaVA-PruMerge: Adaptive Token Reduction for Efficient Large Multimodal Models. Shang et al.

Strategy: token reduction taking into account the spatial redundancy

Three steps for token reduction:
• Sample important tokens
• Cluster visual tokens via k-nearest neighbor
• Adjust sampled visual tokens via weighted 

average for each cluster

PruMerge achieves competitive performance to 
LLaVA-1.5 with 25% number of visual tokens
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Visual Tokens: Matryoshka Multimodal Models (M3)

Matryoshka Multimodal Models. Cai et al.

Strategy: learns to represent visual content as nested sets of visual tokens
Gradually apply average pooling to the [H,W] visual features: 

Resulting in visual features with shape 𝐻,𝑊 , !
"
,#
"
, !

$
,#
$
, ⋯ , [1,1]

Average the language modelling loss upon all scales during training.  

• User can control how many visual 
tokens to feed to LLMs.

• Similar performance to LLaVA-1.5 
on MMBench with only 9 tokens

• COCO-style images require much 
less tokens than document 
images
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Visual Tokens: Matryoshka Query Transformer

Matryoshka Query Transformer for Large Vision-Language Models. Hu et al.

Strategy: learn a query transformer to 
extract visual tokens in an elastic manner.

The model effectively concentrates on high-
level concepts using fewer tokens and delves 
into low-level details with more tokens

Improve efficiency by reducing #token but less drop on 
performance over 11 benchmarks.
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Visual Tokens: Deeply Stacking Visual Tokens
• All previous works: string tokens from left to right as a sequence – Sequence LMMs
• This work: stack visual tokens from bottom to top – DeepStack LMMs

DeepStack: Deeply Stacking Visual Tokens is Surprisingly Simple and Effective for LMMs. Meng et al.

Using the same context length, DeepStack with 7B and 13B parameters surpass their counterparts 
by 2.7 and 2.9 on average across 9 benchmarks, respectively.
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In this Talk - A Close Look at Vision

Visual Tokens

Visual Tokenizer1

2

What vision encoder is a good vision tokenizer for LMMs?

How to cope with visual tokens for LLMs?
• Early strategies like Q-Former and Concatenate-then-projection
• Token reduction by adaptive sampling, nested and elastic organization
• Stack tokens from bottom to top, instead of only stringing tokens from left to right

• Multimodal pretrained vision encoder CLIP is the best single one but still not sufficient
• Multi-crop strategy can support much higher-resolution using fixed-size encoder
• Mixture of vision encoders with CLIP can further enhance the performance
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In this Talk - A Close Look at Vision

Visual Prompting3 How to perform visual prompting for LMMs as for text?

Visual Tokens

Visual Tokenizer1

2

What vision encoder is a good vision tokenizer for LMMs?
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Text Prompting for LLMs

Chain-of-thought (CoT) 
prompting (Wei et al., 2022)

Large Language Models

Self-Consistency 
(Wang et al. 2022) Tree-of-Thought 

(Yao et al. 2023)

Graph-of-Thought 
(Yao et al. 2023)

Structured Chain-
of-Thought (Li et al. 

2023) Program-of-Thought 
(Chen et al. 2023)

Chain-of-Code (Li et al. 
2023)
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Visual Prompting

?

Large Multimodal Models

? ?

?

?

?
?
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Why Visual Prompting Would Benefit?

Images are not only semantic, but also visual & spatial

Computer Vision in the Wild
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Visual Prompting for Vision Foundations

SAM. Kirillov et al. 2023 SegGPT. Wang et al. 2023

SEEM. Zou et al. 2023 IMProv. Xu et al. 2023

Visual prompting for segmentation
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Visual Prompting for Vision Foundations

DINOv. Li et al. 2024 T-Rex2. Jiang et al. 2024

Visual prompting for object detection, grounding and counting
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Two Types of Visual Prompting for LVFs

Visual Pixel PromptingVisual Feature Prompting

1. Extract visual features  as 
the prompts

2. Need additional module to 
encode the visual prompts

3. Require some additional 
annotations

1. Directly overlay prompts on 
the images

2. Organic to the original 
LMM systems

3. Rely on the original 
emerging capability of 
LMMs

(e.g. SAM/SEEM/DINOv) (e.g. SegGPT/IMProv)
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Visual Feature Prompting for LMMs

Large Language Models

Vision Encoder Text Prompt: Where is the 
building <region> in the image?

The region in the image is the Space 
Needle, an iconic observation tower in 
Seattle, Washington, USA. It is one of 
the most recognizable landmarks in 
the city and offers panoramic views of 
Seattle and the surrounding area.

Idea: Replace the textual 
tokens with visual features 
extracted from image

Pooling or sampling

s
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Visual Feature Prompting for LMMs

GPT4RoI. 
Zhang et al.

June 2023

SEEM, 
Zou et al

Oct 2023

Ferret. 
You et al.

Dec 2023

LLaVA-G. 
Zhang et al.

V*. Wu et al.

June 2024

Groma. Ma et al.

RegionGPT. Guo et al.

Grounded 3D-LLM. 
Chen et al.

VisionLMM v2. 
Wu et al.

GLaMM. 
Rasheed et al.

ASM. 
Wang et al.

More to come…

• Find-grained Datasets:
• COCO, Lin et al.
• RefCOCO/+, Yu et al.
• Visual Genome, Krishna et al.
• VCR, Zellers et al.
• Object365, Shao et al.
• Flickr30k-Entities, Plummer et al.
• SAM, Kirillov et al.

• Supported Prompts:
• Point
• Box
• Mask
• Stroke

• Feature samplers:
• RoIAlign
• RoIPooling
• SA-Sampler

Pixel LLM. 
Xu et al.

Vitron. 
Fei et al.
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Visual Feature Prompting: GPT4RoI

GPT4RoI: Instruction Tuning Large Language Model on Region-of-Interest. Zhang et al.

• Technical Design: 
• RoIAlign extracts multilevel region features
• Adaptive to bounding box sizes
• Interleaved prompts with text and visual tokens
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Visual Feature Prompting: FERRET

• Proposed a spatial-aware visual sampler
• Used text-formatted coordinates in both text prompts and outputs
• Trained the model with a large amount of fine-grained datasets

Ferret: Refer and Ground Anything Anywhere at Any Granularity. You et al.
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Visual Feature Prompting: LLaVA-Grounding

• Use an extra visual grounding module 
taking outputs from LLMs as the condition

• Use a visual interaction module to encode 
the visual prompts and feed them into LLMs

Llava-grounding: Grounded visual chat with large multimodal models. Zhang et al.

• Support as many types of visual prompts as 
possible (text, click, box, mark, etc.)

• Construct a new grounding instruction tuning 
data from LLaVA instruction tuning data
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Visual Pixel Prompting for LMMs

Large Language Models

Vision Encoder Text Prompt: Where is the n    
green box / (1) in the image?

The green box / (1) in the image is 
the Space Needle, an iconic 
observation tower in Seattle, 
Washington, USA. It is one of the most 
recognizable landmarks in the city 
and offers panoramic views of Seattle 
and the surrounding area.

1

Direct associationDirect overlay 
information on image
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Visual Pixel Prompting for LMMs

Set-of-Mark. 
Yang et al.

Oct 2023

RedCLIP, 
Shtedritski et al.

Dec 2023

ViP-LLaVA. 
Cai et al.

June 2024

More to come…

Dawn of LMMs.
Yang et al.

SoM-LLaVA. 
Yan et al.

GPT-4V Wonderland. 
Yan et al.

GPT-4V-ACT. 
2023

GlitchBench. 
Taesiri et al.

3DAxiesPrompt 
Liu et al.

AssistGUI.
Gao et al.

SEEACT. 
Zheng et al.

Visualwebarena. 
Koh et al.

WebVoyager. 
He et al.

PIVOT. 
He et al.

Scaffodling. 
Lei et al. MOKA. 

Liu et al.
CoPA. 
Huang et al.

ManipQA. 
Huang et al.

Set-of-Line 
Prompting. 
Zhang et al.

DetToolChain. 
Wu et al.

Draw-and-Understand. 
Lin et al.

Robi Butler. 
Zhang et al.

Analogist. 
Gu et al.

AndroidWorld. 
Rawles et al. SpatialRGPT. 

Cheng et al.

LLM-Optic. 
Zhao et al.

SketchPad. 
Hu et al.

No changes on LMMs, but just pixels!
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Visual Pixel Prompting for LMMs

Set-of-Mark. 
Yang et al.

ViP-LLaVA. 
Cai et al.

Dawn of LMMs.
Yang et al.

SoM-LLaVA. 
Yan et al.

GPT-4V Wonderland. 
Yan et al.

GPT-4V-ACT. 
2023

GlitchBench. 
Taesiri et al.

3DAxiesPrompt 
Liu et al.

AssistGUI.
Gao et al.

SEEACT. 
Zheng et al.

Visualwebarena. 
Koh et al.

WebVoyager. 
He et al.

PIVOT. 
He et al.

Scaffodling. 
Lei et al.

MOKA. 
Liu et al.

CoPA. 
Huang et al.

ManipQA. 
Huang et al.

Set-of-Line 
Prompting. 
Zhang et al.

DetToolChain. 
Wu et al.

Draw-and-Understand. 
Lin et al.

Robi Butler. 
Zhang et al.

Analogist. 
Gu et al.

AndroidWorld. 
Rawles et al.

SpatialRGPT. 
Cheng et al.

LLM-Optic. 
Zhao et al.

SketchPad. 
Hu et al.

Robotics UI Navigation

Common 
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Set-of-Mark Prompting Unleashes 
Extraordinary Visual Grounding for GPT-4V 

Set-of-Mark Prompting Unleashes Extraordinary Visual Grounding in GPT-4V. Yang et al.
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Set-of-Mark Prompting for LMMs

SoM Prompting

Set-of-Mark Prompting Unleashes Extraordinary Visual Grounding in GPT-4V. Yang et al.
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Set-of-Mark Prompting for LMMs

Set-of-Mark Prompting Unleashes Extraordinary Visual Grounding in GPT-4V. Yang et al.

Think Step-by-Step for LLMs See location-by-location for LMMs

SoM helps GPT-4V to see more precisely and finally induce the correct answers.

• Two essential properties making SoM work:  
• Partition an image into a set of semantically meaningful regions to align with the textual outputs, an 

ability known as grounding.
• The auxiliary information cast to the input image should be both interpretable and spokenable by 

the LMM, so that it can be described in its textual outputs.
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Set-of-Mark Prompting for LMMs: Image Partition

Set-of-Mark Prompting Unleashes Extraordinary Visual Grounding in GPT-4V. Yang et al.

Strong performance: accurately segment images
Open vocabulary: understand a wide range of visual concepts
Rich granularities: not only single objects but also parts

Tools: SEEM + Semantic-SAM + SAM

Modes: Automatic + Interactive
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Set-of-Mark Prompting for LMMs: Mark Generation

Set-of-Mark Prompting Unleashes Extraordinary Visual Grounding in GPT-4V. Yang et al.

Mark types: mask, number, 
alphabet, box, etc.

Mark overlaying: start from small 
regions to big regions. Exclude 
previous regions when overlay 
current mark.
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Set-of-Mark Prompting for Fine-grained Vision

Set-of-Mark Prompting Unleashes Extraordinary Visual Grounding in GPT-4V. Yang et al.
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Set-of-Mark Prompting with Interleaved Prompts and Outputs

Set-of-Mark Prompting Unleashes Extraordinary Visual Grounding in GPT-4V. Yang et al.
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Visual Pixel (Set-of-Mark) Prompting for UI Navigation



Microsoft Research https://github.com/ddupont808/GPT-4V-Act
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Zero-shot Smartphone GUI Navigation

GPT-4V in Wonderland: Large Multimodal Models for Zero-Shot Smartphone GUI Navigation. Yan et al



Microsoft Research

VisualWebArena

VisualWebArena: Evaluating Multimodal Agents on Realistic Visual Web Tasks. Koh et al. 
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Visual Pixel (Set-of-Mark) Prompting for Robotics
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Visual Pixel Prompting for Robotics Navigation

PIVOT: Iterative Visual Prompting Elicits Actionable Knowledge for VLMs. Nasiriany et al. 
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Visual Pixel Prompting for Robotics Manipulation

MOKA: Open-Vocabulary Robotic Manipulation through Mark-Based Visual Prompting. Liu et al. 

Decompose take into subtasks and address grounding sub-tasks with visual pixel prompting



Microsoft Research

Visual Pixel Prompting for Robotics Manipulation

CoPa: General Robotic Manipulation through Spatial Constraints of Parts with Foundation Models. Huang et al.
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Recap: Visual Prompting for LMMs

Visual Pixel PromptingVisual Feature Prompting

1. Extract visual features  as 
the prompts

2. Need additional module to 
encode the visual prompts

3. Require some additional 
annotations

1. Directly overlay prompts on 
the images

2. Organic to the original 
LMM systems

3. Rely on the original 
emerging capability of 
LMMs
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Can we build our own LMMs to support 
visual pixel prompting?
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Visual Pixel Prompting LMMs: ViP-LLaVA

ViP-LLaVA: Making Large Multimodal Models Understand Arbitrary Visual Prompts. Cai et al.

• No need for complex region encoding, but achieve 
state-of-the-art performance on region 
understanding tasks like Visual7W, PointQA, and 
Visual Commonsense Reasoning benchmark. 

• ViP-Bench, a comprehensive benchmark to assess 
the capability of models in understanding visual 
prompts



Microsoft Research

Visual Pixel Prompting LMMs: SoM-LLaVA

List Items One by One: A New Data Source and Learning Paradigm for Multimodal LLMs. Yan et al.

Empowering Open-Source Multimodal LLMs with Set-of-Mark 
Prompting and Improved Visual Reasoning Ability.

Dedicatedly trained models can outperform 
GPT-4V for set-of-mark prompting

Force LMMs to list item one-by-one can 
improve the grounding and reasoning ability
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Emerging Capability in Phi-3-Vision

Phi-3 Technical Report: A Highly Capable Language Model Locally on Your Phone. Microsoft
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Phi-3-Vision
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Phi-3-Vision

Phi-3 Technical Report: A Highly Capable Language Model Locally on Your Phone. Microsoft
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Phi-3-Vision

Phi-3 Technical Report: A Highly Capable Language Model Locally on Your Phone. Microsoft
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Recap: A Close Look at Vision

Visual Prompting3 How to perform visual prompting for LMMs as for text?
• Two visual prompting strategies: feature-based and pixel-based
• Both have pros and cons, and visual pixel prompting is much easier to apply
• LMMs can be trained to obtain visual pixel prompting capability, and could potentially 

have such capability emerged in small models, e.g., Phi-3-Vision

Visual Tokens

Visual Tokenizer1

2

What vision encoder is a good vision tokenizer for LMMs?

How to cope with visual tokens for LLMs?
• Early strategies like Q-Former and Concatenate-then-projection
• Token reduction by adaptive sampling, nested and elastic organization
• Stack tokens from bottom to top, instead of only stringing tokens from left to right

• Multimodal pretrained vision encoder CLIP is the best single one but still not sufficient
• Multi-crop strategy can support much higher-resolution using fixed-size encoder
• Mixture of vision encoders with CLIP can further enhance the performance
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Challenges & Opportunities
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Current LMMs still fall short of many “easy” tasks like

Spatial Referring and Reasoning 

• It wrongly locates the girl on the right • It is not able to build the correct association
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Current LMMs still fall short of many “easy” tasks like

Counting

• There are 10 people in the image • There are five tomatoes in total
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Current LMMs still fall short of tasks like

• Understand the humor in the image • Causal-effect reasoning

All answers are so general, ungrounded and less informative L

• Planning
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Current LMMs still fall short of realistic tasks like

VisualWebArena: Evaluating Multimodal Agents on Realistic Visual Web Tasks. Koh et al. 

A huge gape of success 
rate between GPT-4V 

and Human

• Agent Navigation



Microsoft Research

Opportunities: More Capable on Images

Eyes Wide Shut? Exploring the Visual Shortcomings of Multimodal LLMs. Tong et al. 
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Opportunities: More Capable on Multiple Images

MUIRBENCH: A Comprehensive Benchmark for Robust Multi-image Understanding. Wang et al.
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Opportunities: More Advanced Prompting Techniques

Visual SKETCHPAD: Sketching as a Visual Chain of Thought for Multimodal Language Models. Fu et al. 



Microsoft Research

Opportunities: More Understanding of Videos

• Ego4D

HowTo100M: Learning a Text-Video Embedding by Watching Hundred Million Narrated Video Clips. Miech et al. 
Ego4D: Around the World in 3,000 Hours of Egocentric Video. Grauman et al. 

• Static image is insufficient to capture the world surrounding us

• Howto100M



Microsoft Research MMWorld: Towards Multi-discipline Multi-faceted World Model Evaluation in Videos. He et al.

Opportunities: More Understanding of Videos
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Opportunities: More Capable of Reasoning and Plannings in Real World

• Robotics • Automatous Driving

• An intelligent AI should be able to understand and interact with human and physical world
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Thanks for your attention!

Enjoy your stay at Seattle!


