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How many championship
rings did the player on
the left win in his career?

ChatGPT: Kobe Bryant won 5

Vision Experts championship rings in his career.

MM-ReAct

[1] Wu, Chenfei, etal. "Visual chatgpt: Talking, drawing and editing with visual foundation models."arXiv preprint arXiv:2303.04671 (2023).
[2] Yang, Zhengyuan, et al. "Mm-react: Prompting chatgpt for multimodal reasoning and action." arXiv preprint arXiv:2303.11381 (2023).
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Figure 1.3: An overview of the paper’s structure, detmling Chapters 2-6.

[1] Li, Chunyuan, et al. "Multimodal foundation models: From specialists to general-purpose assistants." Foundations and Trends® in Computer Graphics and
Vision 16.1-2 (2024): 1-214.



Rapid Progress in LMMs

MM-Vet : Evaluating integrated vision-language capabilities
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[1] Yu, Weihao, etal. "Mm-vet: Evaluating large multimodal models for integrated capabilities." ICML 2024
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https://github.com/yuweihao/MM-Vet
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Do We Still Need Multimodal Agents?

Agents with Multimodal Memory /am)\
@ MM-Narrator U‘; MM-Vid ‘ll' Audio Description




Why Agents Need Multimodal Memory?



https://www.youtube.com/watch?v=XB4cjbYywqg&ab_channel=Apple

Audio Description

What is Audio Description?

Audio description is the verbal depiction of key visual elements in media and live productions. AD is meant to provide
information on visual content that is considered essential to the comprehension of the program. In these cases, not providing
AD would inhibit blind and visually impaired individuals from gaining a complete understanding of the given program.

What Exactly is Described?

These are just some of the visual elements that are described as part of audio description:

© 9

Facial expressions Body language and Visual comedy and
gestures, including nudity sight gags
Visual actions, including Dance or other movements Clothing

sexual acts, violence, etc.

\__J
Jel 3 69
= r_/
Multi-media effects and lighting Settings and scene changes Individual characteristics as relevant to the

content (skin color, height, age, disability, etc.)

Source: https://vitac.com/audio-description/


http://descriptionkey.org/index.html
https://vitac.com/audio-description/
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Narrating Long-form Videos with Long-term MM-Narrator

and Short-term Memories
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[1]Zhang, Chaoyi, etal. "Mm-narrator: Narrating long-form videos with multimodal in-context learning." CVPR 2024 bttps:/mm-narrator.github.io/


https://mm-narrator.github.io/




Advancing Video Understanding with GPT-4V
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[1] Lin, Kevin, etal. "Mm-vid: Advancing video understanding with gpt-4v (ision)."
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Scene Script #1

0:00:00 - 0:00:08: Mr. Bean
enters a classroom and
takes a seat next to another
man. They both anxiously
look at their exam papers as
they begin their test............

Shor-term
memory queue

t

Multimodal Experts

A

A

(@

Scene Script #n

0:00:17 - 0:00:23 : Close-up
shot of Mr. Bean's face
showing his frustration as
he struggles to figure out the
answers to the exam.....

Shor-term

memory queue

GPT-4V

t

Multimodal Experts
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NSNS ENEENEEENERER

(@

Video Script

0:00:00-0:00:08: Mr Bean
sits nervously..

0:00:09 - 0:00:18: Both tear
open their exam papers

Shor-term
memory queue

t

Multimodal Experts

&
(1117
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MM-Vid

Input Video

¥ MM-Vid

External Knowledge

(Metadata, Title, Abstract,
Character Snapshot, etc.)


https://multimodal-vid.github.io/

Advancing Video Understanding with GPT-4V

¢ (Can handle various video lengths
and domains

e Showcase for various granularities
of video understanding

e Demonstrate potentials for
actionable agents
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[1] Lin, Kevin, etal. "Mm-vid: Advancing video understanding with gpt-4v (ision)."
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Fast-Changing Short Videos (TikTok)
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https://multimodal-vid.github.io/

Case Study I: Egocentric Video Understanding == MM-Vid

Loading video ...
Video length is 1 minute 48 seconds. g o)

Script Generation:

0:00:00-0:00:04: The living room is fille d with a mix of furniture and items.

@ Where can | find my pinkjacket?

Your pink jacket can be found on the chair covered W
with clothes. W
@ When did | pass by it?
You can see it in the video at the time range 0:00:05 - E‘U
Source: Ego4dD [2] 0:00:06. m

[1] Lin, Kevin, etal. "Mm-vid: Advancing video understanding with gpt-4v (ision).”
[2] Grauman, Kristen, et al. "Ego4d: Around the world in 3,000 hours of egocentric video." CVPR 2022. https://multimodal-vid.github.io/


https://multimodal-vid.github.io/

Case Study Il: Perception 7 Interaction with == MM-Vid
Environment
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[1] Lin, Kevin, etal. "Mm-vid: Advancing video understanding with gpt-4v https://multimodal-vid.github.io/



https://multimodal-vid.github.io/

Task: Rescue Princess!

Tasks:

Al Companions (e.g., Microsoft CoPilot)
Personal Al Assistant

Office Automation



Jump
Left
Right

Click, what and where?

Type, what and where?

Select, what and where?

Drag, what and from where to where?
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Do We Still Need Multimodal Agents?

Agents with Multimodal Memory
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ReCap: SoM Prompting

User
GPT-4Vv

User

GPT-4v

&

6 conersoion

What is on the left side of the right laptop?

On the left side of the right laptop, there is a
cup or mug. X

| want to find a seat close to windows,
where can | sit?

You can sit on either of the two black
chairs in front of the white desks, as they

User
GPT-4V

User

GPT-4V

are closest to the windowed wall, X )

-

a —
@ Conversation + Q)

&

What is on the left side of the right laptop?

On the left side of the right laptop
(numbered as 9), there is a lamp, which is
numbered as 12. ./

I want to find a seat close to windows,
where can | sit?

You can sit on the chair numbered as 7. It's
the closest seat to the windows

(represented by the area numbered as 1). \9

[1] Yang, Jianwei, et al. "Set-of-Mark Prompting Unleashes Extraordinary Visual Grounding in GPT-4V "


https://som-gpt4v.github.io/

g%g MM-Navigator

LMM Agents for GUI Navigation

History for the first (t-1) steps: | navigated to the home screen, initiated a
search for Amazon, clicked on the Amazon suggestion, and then clicked

on the search icon within the Amazon app to initiate a product search.

|

ADGHE

@ g A com Wl

——— Phase#1 @
Q 'cc: [ S - " l
y Predicted action for current step t
e Set-of-Mark R ] ®
g S Prompting =B S . l ¥
v LN v SLN
o = - il = )
Utrte Gt Ranbes wtt WRCONSVS BIST & e @ B oen WiCONE s ST A
Foarures brchnd Surmerus WRCONSN OESE R B WICONR O
™ - ca2an 'R E- I l
§g» s4gm aan sy
“ ° o ™ ® a Summarized history for the first t steps: | navigated to the Amazon home screen...
current_step =t

@® Humanevaluation on iOS (single-step)
Intended Action Description: 90.9%
o MeNayi

O
O Localized Action Execution: 74.5%

[11Yan, An, et al. "Gpt-4v in wonderland: Large multimodal models for zero-shot smartphone gui navigation."


https://github.com/zzxslp/MM-Navigator

Demo with A Sequence of Actions

Instruction query:

You are asked to shop
for a milk frother, your
budget is between 550
and 5100,

Prompt for all steps:

Imagine that you are a
robot operating an
iPhone,

and $100.

Your previous action is:

Below is what you see
on the screen, with
numeric IDs added. For
the next action, which
ID would you click on
the screen next?

(1) GPT-4V:

To shop for a milk frother within
the specified budget using the
iPhone Interface shown in the
image, | would select an
application that is capable of
online shopping. In this
scenario, | would click on ID 16
to use the Amazon app, asitisa
comprehensive and
user-friendly platform for
purchasing a wide variety of
products, including kitchen
appliances like mifk frothers.

Fintnce

(2) GPT-4V:
To proceed with shopping for a
milk frother within the specified
budget using the Amazon app,
the next step would be to click
on ID 6, which represents the
Amazon app on the screen. This
will open the app and allow me
to search for milk frothers
within the budget range.

g%g MM-Navigator

u

(3) GPT-4V:

1 would click on the search bar
at the top of the Amazon app
interface, which is typically
where you would enter a search
query. This search bar is labeled
with ID 5. By clicking on this, |
can then type in "milk frother”
and set the price filter to show
results that are between $50
and $100.
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(4) GPT-4V:

The next step would be to refine
the search results by setting the
price filter, In this interface, the
10 most likely to represent the
filter or sorting options is 8
labeled “Filters,” which seems
to be the right place to start
refining the search results
according to the budget. So the
next action would be to click on
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(5) GPT-4V: (6) GPT-4V:
The logical next step would be to dick The next action would be to

an the price filer that matchas your
budget range. Looking at the screen,
wou would choose the price filber that
lincludes 550 to 5100, The closest
wrailible optiond are 1D 25 for “525 10
$50° and 10 36 for “550 to $100°. Since
yoer busdpet SLarts 01 550, you would
click on 1D 2% to filter the search results
10 ihsorw oy milk frothens that are
mricied bty 550 and $100.

click on 1D 13, "All results,” to
view all available milk frothers
within the selected price range
of $50 to $100.

1D 8 to access filtering options,
Including setting the desired
price range.

[11Yan, An, et al. "Gpt-4v in wonderland: Large multimodal models for zero-shot smartphone gui navigation."



https://github.com/zzxslp/MM-Navigator

Demo with A Sequence of Actions £24 MM-Navigator
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(6) GPT-4V: (7) GPT-4V: (8) GPT-4V: (9) GPT-4V:
The next action would be to The next action would be to The next action would be to The next action would be to
click on 1D 13, "All resuits,” to click on 1D 7, which shows the click on 1D 22, which is the "Bwy  click on 1D 3, which is the button
view all available milk frothers “Instant Magic Froth 9-in-1 Now" button for the item that to “Swipe to place your order”,
within the selected price range Electric Milk Steamer and was selected in the previous This would finalize the purchase
of $50 to $100. Frother” listed at $59.95. This action, the "Instant Magic Froth  of the milk frother selected.
item is within the specified 9-in-1 Electric Milk Steamer and
budget of $50 to $100. Frother” priced at 559.95.

[11Yan, An, et al. "Gpt-4v in wonderland: Large multimodal models for zero-shot smartphone gui navigation." hittps:/github.com/zzxslp/MM-Navigator


https://github.com/zzxslp/MM-Navigator

Beyond £ MM-Navigator

@® Building Agents with (Open-source) Small LMMs
O Lower cost, lower latency

[1]Lee, Kenton, et al. “Pix2Struct: Screenshot Parsing as Pretraining for Visual Language Understanding.” ICML2023

[2] Gur, Izzeddin, et al. "A real-world webagent with planning, long context understanding, and program synthesis." ICLR2024
[3] Furuta, Hiroki, et al. "Multimodal web navigation with instruction-finetuned foundation models." |ICLR2024

[4] Cheng, Kanzhi, et al. "Seeclick: Harnessing gui grounding for advanced visual gui agents." ACL2024

[5] Hong, Wenyi, et al. "Cogagent: A visual language model for gui agents." CVPR 2024.

[6] You, Keen, etal. "Ferret-Ul: Grounded Mobile Ul Understanding with Multimodal LLMs.”



Empowering Open-source Models for GUI Navigation

£ User: Could you guide me through the steps to “search for the best paper in CVPR 20232 Computer Agent
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[1] Hong, Wenyi, et al. "Cogagent: A visual language model for gui agents." CVPR 2024.
[2] You, Keen, etal. "Ferret-Ul: Grounded Mobile Ul Understanding with Multimodal LLMs."
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Distilling SoM prompting: SoM-LLaVA

Input: Image

\ User What items are there near the Marshal \

User What items are there near the Marshal
speaker? speaker?

LLaVA-1.5 There s a laptop and a cup near the o SoM-LLaVA There is a laptop tagged with number 7
Marshall speaker. and a notebook tagged with number 8. (3

User To move the speaker closer to the curtain User To move the speaker closer to the curtain
while keeping the laptop in the current while keeping the laptop in the current
position, which item should | swap it with? position, which item should | swap it with?

SoM-LLaVA You can swap it with the lamp tagged with

\uaVA-LS You should swap the laptop with the cup) \ number 9 (V]

[11Yan, An, et al. "List ltems One by One: A New Data Source and Learning Paradigm for Multimodal LLMs."



Beyond £ MM-Navigator

@® Building Agents with (Open-source) Small LMMs
O Lower cost, lower latency

@® Evaluation Benchmarks
O Long procedural planning
O Visual-centric tasks
O Interactive Environments

—0o0

& |VideoGUI

[1]1Xiang Deng, etal. “MIND2WEB: Towards a Generalist Agent for the Web” NeurIPS 2023.

[2] Christopher Rawles, et al. “Android in the Wild: A Large-Scale Dataset for Android Device Control” NeurIPS 2023.

[3]JingYu Koh, et al. “VisualWebArena: Evaluating Multimodal Agents on Realistic Visual Web Tasks” ACL2024.

[4] Difei Gao, et al. “ASSISTGUI: Task-Oriented Desktop Graphical User Interface Automation” CVPR2024.

[5] Tianbao Xie, et al. “OS-World: Benchmarking Multimodal Agents for Open-Ended Tasks in Real Computer Environments” 2024.
[6] Lin, Kevin Qinghong, et al. ”VideoGUI: A Benchmark for GUI Automation from Instructional Videos."



Existing GUI Benchmarks

Simple Task can be clearly
described by textual query

~

o
<)

: Enter focused mode.

Andy Mckee - Rytyn 4 il D @ (©

1. Adjust work layout and theme.
2. Play music.

VideoGUT :Visual-centric GUI Task

Create the below effect in PowerPoint.

[1] Wu, Zhiyong, et al. "Os-copilot: Towards generalist computer agents with self-improvement.”
[2] Lin, Kevin Qinghong, et al. ”VideoGUI: A Benchmark for GUI Automation from Instructional Videos."



Tasks from Instructional Videos 00 Visual-centric Software

Toske from ! T p@me=o:

o What's new on @ B runway o Stable Diffusion

Goal: How to create this effect in PPT? VIdE.DGUI? Media Creation, Editing, AT tools

Tutor's Instructions



GUI Navigation Evaluation

Existing Benchmarks @VideoGUI
-0/ 1 Success Rate - Hierarchical Assessment
o FEasytobeO o Procedural Planning
o Failto give enough feedback m High-level
m  Mid.-level

o Atomic Action Execution
m Click, Drag, Type / Press, Scroll

[1]Lin, Kevin Qinghong, etal. "VideoGUI: A Benchmark for GUI Automation from Instructional Videos." https://showlab.github.io/videogui


https://showlab.github.io/videogui/

——0o

Benchmarking LMMs and LMM Agents &l|VideoGUI

Model Support Interleaved Instructions? VideoGUI Evaluation (%)
Text Image (1f) Media(> 1f) HighPlan Mid. Plan Action Overall

LLama3-70B [45] v - 40.5 20.3 20.3
Mixtral-8x22B [46] v - 36.0 19.6 18.6
GPT-3.5-Turbo [44] v - 49.1 22.3 23.8
CogAgent [19] v v 44 21.8 7.4 11.2
Qwen-VL-Max [43] v v v 5.1 35.7 28.9 23.2
Gemini-Pro-V [42] v v v 7.9 28.6 23.8 20.1
Claude-3-Opus [41] v v v 9.7 45.6 39.4 31.6
GPT-4-Turbo [38] v v v 14.3 529 34.4 33.9
GPT-40 [38] v v v 17.1 535 47.6 394
GPT-4T + OCR v v v 14.3 52.9 49.2 38.8
GPT-4T + SoM [35] v v v 14.3 529 44.2 37.1
GPT-40 + OCR v v v 17.1 53.5 56.3 42.3
GPT-40 + SoM [35] v v v 17.1 53.5 54.3 41.6

Table 3: Full evaluation on VideoGUI with Baselines and their supported interleaved instructions, which
might be a text query, an image (1 frame), or a media (more than 1 frame) such as two photos, one or two videos.

* Planningis way harder than execution!
e SolALMM (e.g., GPT-40) still need tools (e.g., OCR or SoM) to perform better on action
execution.

[1]Lin, Kevin Qinghong, et al. ”VideoGUI: A Benchmark for GUI Automation from Instructional Videos." https://showlab.github.io/videogui


https://showlab.github.io/videogui/

A Simple Agent Baseline with GPT-40

VideoGUI

e ' "-._I m Papser | i*1-th observation
E 40+0OCR) )
High
Planning ~ Query
Click to add title {PGI;‘.?T:;) ————— (Text/
T Vision)
- | Actor
| | i-th | (6PT-40) i-th
= = i —wisomdse  -nmessiz=ea  Action Mid. planning
i+1-th State (screenshot) Seq

[1]Lin, Kevin Qinghong, etal. "VideoGUI: A Benchmark for GUI Automation from Instructional Videos."


https://showlab.github.io/videogui/

Model Performance on VideoGUI

M . VideoGUI Eval. e Il task Eval.
odel Settings i i
High Plan. Mid Plan.  Action J Success Rate Rank (Arena) |
Orig. Query (V) 17.1 535 56.3 0 2.50
GUI Agent w/ GPT-40 [38] w. GT High Plan. 100.0 53.5 56.3 0 1.88
w. GT High & Mid Plan. 100.0 100.0 56.3 0 1.38
Table 7: Simulator Evaluation on VideoGUI’s PPT full tasks.
Model Settings YldeoGUI Eva-l. Subtask i val.
Mid Plan. Action | Success Rate (%) JJAvg. Round |
Orig. Query (V+T) 53.5 56.3 20.0 54
GUI Agent w/ GPT-40 [38] " G Mid Plan. 100 56.3 50.0 33

Table 8: Simulator Evaluation on VideoGUI’s F

1 subtasks.

GPT-40 Agent fails to complete the full task, even with GT high-level/ mid-level planning

[1]Lin, Kevin Qinghong, etal. "VideoGUI: A Benchmarkfor GUI Automation from Instructional Videos."


https://showlab.github.io/videogui/

Qualitative Results VideoGUT

Goal:

Shiba Inu

Final product Slideshow Preview (4x speed up)

[1]Lin, Kevin Qinghong, et al. ”VideoGUI: A Benchmark for GUI Automation from Instructional Videos." https://showlab.github.io/videogui


https://showlab.github.io/videogui/

Qualitative Results VideoGUI

w@ ¢ 8%
oo~ B bl [[mm]

AN 2EBE A

e\ { } > Select
,,,,,,,,,,,,,,,, /‘ .

\ i/
‘ Instead of choosing a 3D model with motion, it chooses a static 3D model

I —

Click to 4dd title

subtitle

[GPT-40 time cost]: 00:00:20
[0-th Plan]: Set up a blank slide with a gradient fill background
[0-th Action]: Click.on Design

ide 1 0f 1 2 Accessibility: Good to go Znotes [E 88 B F - ]
= 1013PM
@ O v e fUllPPT19 [~ Ml Anaconds Pro mpt... (@ 085 3002-Profile... 3 winsit (55t 1024, 3 o il high.midipy... [ projectpptx - Pow.. < 29°C Mostycear A~ ST NG g0, B

GPT-40 GUI Agent with GT planning (3x speed up)



VideoGUT

@ Record | |2 v‘{'Shave -

Qualitative Results

@  projectpptx + Saved to this PC v
File m Insert  Draw Design  Transitions Animations  Slide Show Record Review Help
‘ il == I'jla;rauh E:I’:'.l\ (o) DLJ S Find g EH Gj
P New T Reset LA"‘ Lol Arrange 5 Replace ~ | piiate | Addeins Designer
Slide > {5 section v cen{ tffg - I select~
.............. .
A\ 7
—
’ . . . .
Failedto dragto a proper location, and did not release it

when it is near the right location

Click to add title

Click to add subtitle

(% Inaccurate localization of the right corner

[GPT-40 time cost]: 00:00:20 N
[0-th Plan]: Set up a blank slide with a gradient fill background /‘

Znotes [E 88 8 F - ¥

[0-th Action]: Cligk.on Design
_Z:'C Mostly dear A @ T3 ENG 5‘,";52:2": 5 I

2 Accessibilty: Good to g
€ - wpptertob.. full PPT_19 @R 0853002-Profite... 3 simsist[s5H: 1024.. 3 « fullhigh midipy.. [ project.pptx - Pow... 9

Shide 10f 1
@ O [~ Ml Anaconds Prompt ..

GPT-40 GUI Agent with GT planning (3x speed up)



Qualitative Results

Click to add title

Click to add subtitle

[GPT-40 time cost]: 00:00:20
[0-th Plan]: Set up a blank slide with a gradient fill background
[0-th Action]: Click.on Design

i ™~

GPT-40 GUI Agent w/ GT planning (10x speed up)

Zwe @ E B T

'
s
2 2 Moy dew A S o6 U gy

W iracontipomgt.. @00 302 pole. 3 mnisH 1030 3] o nh i [ romcpe P

Total time: ~ 10 min

File Home Insert Draw Design Transitions Animations SlideShow Record Review View Help

B9-¢F ~

——0o

&|VideoGUI

Projct @ General » Saved o ths PC v

Click to add title

Click to add subtitle

[Human time cost]: 00:00:00
[0-th Plan]: Set up a blank slide with a gradient fill background

[Q-'gh ’At‘:triron] : (Ellekeﬂ Design
ox

[1]Lin, Kevin Qinghong, etal. ”"VideoGUI: A Benchmark for GUI Automation from Instructional Videos."

Shes @ 88 @ P - + - @
~AO R g % GRTe D

Baow —LPioBOEme

Human w/ GT planning (10x speed up)

Total time: ~4 min


https://showlab.github.io/videogui/

Feedback

A 4

User Interaction

* .
* .
.

— i —— g — —

Y.

Planning

A

e.g., Open-source
Models

e.g., Public/private APIs

e.g., Code Interpreters

Execution



Do We Still Need Multimodal Agents?

Agents with Multimodal Memory /am)\
MM-Narrator o 9 \MoVid 'll' Audio Description
Actionable Agents
=000
g —o0 =000 g 2
MM-Navigator = GUI Navigation
Agert with Feedback |

W Visual Design &
M > Creation

om o - —

_____________________________



Why Agents Need Feedback?

e Humans exploring unknown environments/problems
e |terative self-refinement in exploration:

— Proposal

— Selection

— Feedback

* GIF source: giphy.com 41



i JataZlmg

e A GPT-4V powered agent systems with iterative self-refinement for automatic

visual design and creation

Input: Multimodal user-imagined /DEA to generate

IDEA 1:

photo of Bill Gates with
the same hand gesture as |

in the given image

Idea2Img Framework

Multimodal iterative

calfichnemant axt feedback % /,—_—Draftl\mage Selection
@ > K & select best draft image

Prompt Generation (9,
generate Initial/revised prompt

text prompt * N

Unknown model
or environment to
explore

[11Yang, Zhengyuan, et al. "ldea2lmg: lterative Self-Refinement with GPT-4V(ision) for Automatic Image Design and Generation."

T21 Model

A \ MM
[ml a X with draft image * ll
Tomn /. ™ Memory
@ Feedback Reflection
DB N give text feedback

draftimage * N

T
Output: A portrait of 8ill Gates on a

welcoming setting with natural daylight

, with a dog looks
like this one in the
image

DEA draft image * N

text feedback

bustling city street, with his right hand
raised in a friendly wave with his palm
facing forward, standing next to a Siberian  S88
Husky with stridng blue eyes and a playful ~
tongue sticking out, in a lively and

https://idea2img.github.io/



Ny £
| \E‘&W Visual Design and Creation e g Jdeazlmg
1 B =

e Visual creation with multimodalidea inputs, instead of detailed text descriptions

A man in a formal suit is captured mid-motion,
his hand raised in a wave, each finger distinctly
visible. The entire sceneis reimagined in a low-
poly art style, where each facet of the man and
his attire is defined by geometric shapes filled
with a palette of bold, contrasting colors. The
background remains a solid, untextured
expanse, free of additional elements like sun
rays or clouds, ensuring the focus remains
solely on the colorful, stylized figure of the man
waving. The lighting is neutral, casting no
shadows or highlights, preserving the simplicity
of the scene.

What would be the
next image

Detailed Text Description Input IDEA Output Design

[1] Yang, Zhengyuan, et al. "Idea2Img: Iterative Self-Refinement with GPT-4V(ision) for Automatic Image Design and Generation." https://idea2img.github.io/



E@ JdeaZ/mg Execution Flow

Input: User IDEA

Output: Best Image

generate initial/revised prompt

[@ Prompt Generation

i‘j text feedback '—‘

Yes

give text feedback

@) Feedback Reflection %@

T

Y

text prompt * N

Memory:

All previous  All previous  All previous

rounds’
feedback

rounds’ best rounds’ best

image text prompt

User IDEA

draft image * 1

T2I
Generation
|

Idea2Img Framework

¥

draft image * N

@DraftlmageSelection

select best draft image

f

[ GPT-av(ision) Calls |

Initial or Revised prompt generation (Improving) for the T2| model

Memory

1

2. Draft image selection (Assessing)

3. Provide feedback on the errors and revision directions (Verifying)
®

[11Yang, Zhengyuan, et al. "ldea2lmg: lterative Self-Refinement with GPT-4V(ision) for Automatic Image Design and Generation."

https://idea2img.github.io/



Input user IDEA

Single-round Human Prompting

e

A logo for a2024 conference held
in Seattle. Please provide a
textual description of the design
before generating

A\

a logo for a 2024 conference
held in Seattle. Please provide
a textualdescription of the
design before ge nerating

A logo of llama with the exact
same style asin the given image

A

<

A logo of llamawith the exact
same style as in the given
image thathas a minimalist
design

Vs

Two dogs "« F ~ \ and the
‘ right one

running onif’r\

Two dogs running on the
beach, the left one looks like a

Find the the image style pattern
in the left two dog images and
apply it on the top right people
in tree pose image. Provide a
textual description that keeps
the contentin the people in
tree pose image, with the

\ correct style pattern.

the beach, looks like fluffy golde n dog and the
right one looks like the left
the left the IEﬂ' dog in the image thatis black
one looks 4 dogin the and white
like image
AN
~

Find the the image style
patterninthe left two dog
images and apply iton the top
right people in tree pose
image

Iterative self-refined
Idea2Img prompting

An elegant logo for the 2024
conference, where the Space Needle
forms part of the "2024", adorned with
subtle imageryof aspeaker's podium
and audience, set against a simplified
Seattle skyline, with a dean,
monochromatic palette, precise
detailing, and a soft lighting to
accentuate the conference theme and
professionalism.

A black and white logo where a
stethoscope seamlessly forms a s &
llama, the tubing outlines the ;
body and legs, and the

earpie ces and diaphragm shape
the head, akin to the minimalist
style of a paw print, no facial
features, embodying pure
simplicity, elegance, and clean
lines.

Two dogs, a Yorkshire Terrier with

detailed brown and white fur that
glistensin the sunlight, on the left ofa
bladk and white Cavalier King Charles
Spaniel, are immersed in a game of chase!
along a scenic beach. The ocean waves,
with their rhythmic motion, complement

the dogs lively energy. The sky, a

masterpiece of soft, blended colors,
serves asa canvas for the seagullsthat
glide gracefully, casting intricate shadows
that dance on the sandysurface,
amplifying the scen€’s vibrancy.

Amidstthe gentle waves lapping at the
shore and the sun bidding adieu, a
person is encapsulated in the serene
act of performing the tree pose yoga. A
tree, grand and robust, shares the
spotlight, its leaves whispering tales of
nature’s splendor. The scene is
reimagined, ... more distinct geometric
shapes, echoing the style of the
polygonal dog images. Each shape,
bold and less complex, isa canvas
capturing the sunset’s myriad hues,
crafting a cohesive, visual narrative.




Human Evaluation

f Laeal/mg

Method (%) SDXL v1.0 DeepFloydIF SDv2.1 SDvl.5 | SDXL-img2img IF-img2img
Initial-round manual prompt 13.5 14.4 13.5 8.6 8.6 8.6
Initial-round fdea2lmg prompt 29.8 34.6 40.4 433 34.6 38.5
Iterative self-refined ldea2lmg prompt 56.7 51.0 46.2 48.1 56.7 52.9
Aiteration (1) +26.9 +16.3 +5.8 +4.8 +16.3 +14.4

® Higher user preference score on all generation models

® Stronger generation models benefit more from ldea2lmg iteration

[11Yang, Zhengyuan, et al. "ldea2lmg: lterative Self-Refinement with GPT-4V(ision) for Automatic Image Design and Generation."

https://idea2img.github.io/



Beyond é LdeaZlmg

* Environment interaction tasks beyond image generation

O GUI navigation, Embodied Al, Image2code

* Self-Reflection

O Thinktwice/self-evaluate its own output )

~

[1] Gao, Difei, etal. "Assistgpt: A general multi-modal assistant that can plan, execute, inspect, and learn.”

[2] Wang, Junyang, et al. "Mobile-Agent-v2: Mobile Device Operation Assistant with Effective Navigation via Multi-Agent Collaboration.”
[3] Chi, Zhang, etal. "AppAgent: Multimodal Agents as Smartphone Users”

[4] Yang, Yijun, etal. " Embodied Multi-Modal Agent trained by an LLM from a Parallel TextWorld”

[5] Zhang, Wenq;i, et al. “Agent-Pro: Learning to Evolve via Policy-Level Reflection and Optimization”, ACL 2024

[6] Wang, Guanzhi, etal. “VOYAGER: An Open-Ended Embodied Agent with Large Language Models”, NeurIPS 2023 Workshop

[7]1Si, Chenglei, et al. “Design2Code: How Far Are We From Automating Front-End Engineering?”



Do We Still Need Multimodal Agents?

Agents with Multimodal Memo /am)\
@ MM-Narrator ¥ MM-Vid ‘ll' Audio Description

Actionable Agents

<) G GUI Navigation
£, MM-Navigator |&|VideoGUT — g
Agent with Feedback -
i W Visual Design &
:/§~: LdeaZlmg e | Creation



Do We Still Need Multimodal Agents?

MM-Vet : Evaluating integrated vision-language capabilities

Rank Model GPI-4 ¥ Params Paper Result Year Tags @
score
MMCTAgent MMCTAgent: Multi-modal Critical Thinking Agent
1 Bl 74.24 ! g : i g i 2 2024 Involve APIs
(GPT-4 + GPT-4V) Framework for Complex Visual Reasoning —_—
Image-of-Thought Prompting for Visual Reasoning
~40 + i + i 2024 Involve APIs
2 GPTAasstest ratlonale:HoT had Refinement in Multimodal Large Language Models L 4
3  GPT-4o 69.3:0.1 GPT-4 Technical Report 5 2024 [ invoivearis |
4 GPT-4V 67.7£0.3 GPT-4 Technical Report 5] 2023 | involve APIs
5  GPT-4V-Turbo-detail:high 67.6+0.1 GPT-4 Technical Report 5 2023 | involve APis |

[1] Yu, Weihao, etal. "Mm-vet: Evaluating large multimodal models for integrated capabilities." ICML 2024


https://github.com/yuweihao/MM-Vet

Discussion

—— o o o e e e e e e e e e e e e e ey

4 N\
[ Short-term Long-term !
|
|
: (4 I
| |
| |
\ Memory |
N e D e e e e T/ 7/
S
A Tool 1 e.g., Open-source
Lol Models
v ot ’
“ .
» s i nn/IiRAARA " m=asuomoaa >
@ < LLM/LMM S I Tool 2 e.g., Public/private APIs
'.... v o
L] . .... .A

Tool 3 e.g., Code Interpreters



Discussion

Action Execution

N\
Feedback
A Tool 1 e.g., Open-source
Lol Models
¥ . “ . * *
“ .
» s i nn/IiRAARA " m=asuomoaa >
@ < LLM/LMM S O Tool 2 e.g., Public/private APIs
'.... v o
L] . .... .A

Tool 3 e.g., Code Interpreters



Discussion

Mostly Lightweight Tools!

L Tool 1 e.g., Open-source
e ’ Models
ety
@ p - LLM/LMM “iiiliil o Tool 2 e.g., Public/private APIs
;J;: .
* e ,.. :.. .

Tool 3 e.g., Code Interpreters



Discussion

» 1 s ma A /i A AR A ®E E 1 m E E E E mm Other
» LLM/LMM < iiiiil g LLMs/LMMs

\

_ Other
LLM/LMM S LLMS/LMMS

[1] Kumar, Somnath, et al. "MMCTAgent: Multi-modal Critical Thinking Agent Framework for Complex Visual Reasoning."

[2] Li, Guohao, et al. "Camel: Communicative agents for" mind" exploration of large scale language model society." NeurlPS 2023
[3] Karpathy, Andrej. “LLM OS”. Link

[4] Hong, Sirui, etal. “MetaGPT: Meta Programming for A Multi-Agent Collaborative Framework”, ICLR 2024


https://x.com/karpathy/status/1723140519554105733?ref_src=twsrc%5Etfw%7Ctwcamp%5Etweetembed%7Ctwterm%5E1723140519554105733%7Ctwgr%5Eb1056b62cdfb9a2034b614d8f08a065d8475092b%7Ctwcon%5Es1_&ref_url=https%3A%2F%2Fcdn.embedly.com%2Fwidgets%2Fmedia.html%3Ftype%3Dtext2Fhtmlkey%3Da19fcc184b9711e1b4764040d3dc5c07schema%3Dtwitterurl%3Dhttps3A%2F%2Ftwitter.com%2Fkarpathy%2Fstatus%2F17231405195541057333Fs3D4626t3DuuEcj3Up_XwhDshmNCpLBQimage%3Dhttps3A%2F%2Fabs.twimg.com%2Ferrors%2Flogo46x38.png

Discussion

- Evals! Evals! Evals!

Marketing
Quantitative Finance

aoueuld

>3

o>
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o

| |
| |
| |
| |

|
M N &,&? o |(|Q: What would happen if the neuron Type: Type: Domain Q: How does the message travel |
i % o e || |does not want to pass on the message c°';;_:‘le”|a°‘“°' Expertise from one neuron to another? | ll
e:h‘”"'% Blsiness °‘“:; I| [from :the previous neuron? nxing [A: The information is transformed from an action |
We:hgy Sp:: & :asm { 5 |potential to chemical message to pass through the I
ww«nn:m.m. GY:‘NW | [A: In this case, the synapse will quiet the message. “_J synapse and trigger an action potential in the neuron |
e Science Embodisd Tageg o, "o Behavr | " !gg the other side. I
Zo0l00Y > Sole Obiect Manipr | - — '

L) > PR )
\ycood . &@ 41:;:2‘, Somogy, | Type: Explaination Q: Why the neurons use two types Q: How will the repeated activities Type: Future "
e s Heg,Semsy, | of signals to communicate? change the neuron and synapse? Prediction
5° < ,1;9 Game o:l I |
W Uy, Y% 2 A\ p |
o & “a, | : 5 7
Y oﬁi‘;&“\ & 8 %% "Oq,é:'%;?”” | \2[622?0;785‘?;:3; ztaarl;,s o?i Zf:%?;:g’;i’;:: ,: the lA: Repeated activities will strengthen the synapse, \I
e s %2 %) %, ; 4 \which will make the neuron more likely to pass on th

?“s@@ & rff 1)) 5% A ?%%g% II neurons. Therefore, the electrical signals are lmelssa i c{n i nf e |
f f S ] ‘%é % ® %% % | converted into chemical signals, which can cross the | ge. a0 rtpn i P |
&4 isggg e : Y %%% || .gap between neurons. | ’messagesan ignore unimportant ones. |
& i 5%%3 | \e” a— — 3 |

[1] He, Xuehai, etal. "MMWorld: Towards Multi-discipline Multi-faceted World Model Evaluation in Video." https://mmworld-bench.github.io


https://mmworld-bench.github.io/

Discussion

3

Evals! Evals!Evals! | -7
v

- Agents are far from “perfect”, require a lot of system optimization
to be actually useful

o f
Latenc ",’:\ A [
y w‘ ccuracy Privacy
Y N,/

P
- Can Agent help improve LLM/LMMs?

i; _a_ \
Model @ Agent
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