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Visual ChatGPT MM-ReAct

[1] Wu, Chenfei, et al. "Visual chatgpt: Talking, drawing and editing with visual foundation models."arXiv preprint arXiv:2303.04671 (2023).
[2] Yang, Zhengyuan, et al. "Mm-react: Prompting chatgpt for multimodal reasoning and action." arXiv preprint arXiv:2303.11381 (2023).

CVPR 2023 Multimodal Agents: Chaining Multimodal Experts 
with LLMs 



[1] Li, Chunyuan, et al. "Multimodal foundation models: From specialists to general-purpose assistants." Foundations and Trends® in Computer Graphics and 
Vision 16.1-2 (2024): 1-214.

CVPR 2023 Multimodal Agents: Chaining Multimodal Experts 
with LLMs 



• MM-Vet: Evaluating integrated vision-language capabilities

Rapid Progress in LMMs

GPT-4V: 67.7

GPT-4o: 69.3

[1] Yu, Weihao, et al. "Mm-vet: Evaluating large multimodal models for integrated capabilities." ICML 2024 https://github.com/yuweihao/MM-Vet 

https://github.com/yuweihao/MM-Vet
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Why Agents Need Multimodal Memory?

Source: https://www.youtube.com/watch?v=XB4cjbYywqg&ab_channel=Apple  

https://www.youtube.com/watch?v=XB4cjbYywqg&ab_channel=Apple


Audio Description

What is Audio Description?
Audio description is the verbal depiction of key visual elements in media and live productions. AD is meant to provide 
information on visual content that is considered essential to the comprehension of the program. In these cases, not providing 
AD would inhibit blind and visually impaired individuals from gaining a complete understanding of the given program.

Source: https://vitac.com/audio-description/ 

http://descriptionkey.org/index.html
https://vitac.com/audio-description/
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Narrating Long-form Videos with Long-term 
and Short-term Memories

[1] Zhang, Chaoyi, et al. "Mm-narrator: Narrating long-form videos with multimodal in-context learning." CVPR 2024

MM-Narrator

https://mm-narrator.github.io/ 

https://mm-narrator.github.io/


MM-Narrator

[1] Zhang, Chaoyi, et al. "Mm-narrator: Narrating long-form videos with multimodal in-context learning." CVPR 2024



Advancing Video Understanding with GPT-4V

[1] Lin, Kevin, et al. "Mm-vid: Advancing video understanding with gpt-4v (ision)." https://multimodal-vid.github.io/ 

https://multimodal-vid.github.io/


• Can handle various video lengths 
and domains

• Showcase for various granularities 
of video understanding 

• Demonstrate potentials for 
actionable agents

[1] Lin, Kevin, et al. "Mm-vid: Advancing video understanding with gpt-4v (ision)."

Advancing Video Understanding with GPT-4V

https://multimodal-vid.github.io/ 

https://multimodal-vid.github.io/


Case Study I: Egocentric Video Understanding

[1] Lin, Kevin, et al. "Mm-vid: Advancing video understanding with gpt-4v (ision).”
[2] Grauman, Kristen, et al. "Ego4d: Around the world in 3,000 hours of egocentric video." CVPR 2022.

Source: Ego4D [2]

Your pink jacket can be found on the chair covered 
with clothes.

Where can I find my pink jacket?

Loading video …
Video length is 1 minute 48 seconds.

Script Generation:

0:00:00-0:00:04: The living room is filled with a mix of furniture and items. 

….
….

You can see it in the video at the time range 0:00:05 – 
0:00:06.

When did I pass by it?

https://multimodal-vid.github.io/ 

https://multimodal-vid.github.io/


Case Study II: Perception  Interaction with 
Environment

CoPiloting Games

[1] Lin, Kevin, et al. "Mm-vid: Advancing video understanding with gpt-4v (ision)." https://multimodal-vid.github.io/ 

https://multimodal-vid.github.io/


Task: Rescue Princess! Tasks:
- AI Companions (e.g., Microsoft CoPilot)
- Personal AI Assistant
- Office Automation
- …



- Jump
- Left
- Right
- …

- Click, what and where?
- Type, what and where?
- Select, what and where?
- Drag, what and from where to where?
- …
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[1] Yang, Jianwei, et al. "Set-of-Mark Prompting Unleashes Extraordinary Visual Grounding in GPT-4V " https://som-gpt4v.github.io/ 

ReCap: SoM Prompting

https://som-gpt4v.github.io/


MM-NavigatorLMM Agents for GUI Navigation

[1] Yan, An, et al. "Gpt-4v in wonderland: Large multimodal models for zero-shot smartphone gui navigation." https://github.com/zzxslp/MM-Navigator 

● Human evaluation on iOS (single-step)
○ Intended Action Description: 90.9%
○ Localized Action Execution: 74.5% 

https://github.com/zzxslp/MM-Navigator


MM-Navigator

https://github.com/zzxslp/MM-Navigator 

Demo with A Sequence of Actions

[1] Yan, An, et al. "Gpt-4v in wonderland: Large multimodal models for zero-shot smartphone gui navigation."

https://github.com/zzxslp/MM-Navigator


Demo with A Sequence of Actions

[1] Yan, An, et al. "Gpt-4v in wonderland: Large multimodal models for zero-shot smartphone gui navigation."

MM-Navigator

https://github.com/zzxslp/MM-Navigator 

https://github.com/zzxslp/MM-Navigator


● Building Agents with (Open-source) Small LMMs 
○ Lower cost, lower latency

Beyond MM-Navigator

[1] Lee, Kenton, et al. “Pix2Struct: Screenshot Parsing as Pretraining for Visual Language Understanding.” ICML2023
[2] Gur, Izzeddin, et al. "A real-world webagent with planning, long context understanding, and program synthesis." ICLR2024
[3] Furuta, Hiroki, et al. "Multimodal web navigation with instruction-finetuned foundation models." ICLR2024
[4] Cheng, Kanzhi, et al. "Seeclick: Harnessing gui grounding for advanced visual gui agents." ACL2024
[5] Hong, Wenyi, et al. "Cogagent: A visual language model for gui agents." CVPR 2024.
[6] You, Keen, et al. "Ferret-UI: Grounded Mobile UI Understanding with Multimodal LLMs.”



CogAgent FerretUI

Empowering Open-source Models for GUI Navigation

[1] Hong, Wenyi, et al. "Cogagent: A visual language model for gui agents." CVPR 2024.
[2] You, Keen, et al. "Ferret-UI: Grounded Mobile UI Understanding with Multimodal LLMs."



Distilling SoM prompting: SoM-LLaVA

[1] Yan, An, et al. "List Items One by One: A New Data Source and Learning Paradigm for Multimodal LLMs."



● Building Agents with (Open-source) Small LMMs 
○ Lower cost, lower latency

● Evaluation Benchmarks
○ Long procedural planning
○ Visual-centric tasks
○ Interactive Environments 

Beyond MM-Navigator

[1] Xiang Deng, et al. “MIND2WEB: Towards a Generalist Agent for the Web” NeurIPS 2023.
[2] Christopher Rawles, et al. “Android in the Wild: A Large-Scale Dataset for Android Device Control” NeurIPS 2023.
[3] Jing Yu Koh, et al. “VisualWebArena: Evaluating Multimodal Agents on Realistic Visual Web Tasks” ACL2024.
[4] Difei Gao, et al. “ASSISTGUI: Task-Oriented Desktop Graphical User Interface Automation” CVPR2024.
[5] Tianbao Xie, et al. “OS-World: Benchmarking Multimodal Agents for Open-Ended Tasks in Real Computer Environments” 2024.
[6] Lin, Kevin Qinghong, et al. ”VideoGUI: A Benchmark for GUI Automation from Instructional Videos."



Existing GUI Benchmarks

Simple Task can be clearly 
described by textual query

[1] Wu, Zhiyong, et al. "Os-copilot: Towards generalist computer agents with self-improvement.”
[2] Lin, Kevin Qinghong, et al. ”VideoGUI: A Benchmark for GUI Automation from Instructional Videos."

Create the below effect in PowerPoint.

:Visual-centric GUI Task





GUI Navigation Evaluation

- Hierarchical Assessment
○ Procedural Planning

■ High-level
■ Mid.-level

○ Atomic Action Execution
■ Click, Drag, Type / Press, Scroll

- 0 / 1 Success Rate
○ Easy to be 0
○ Fail to give enough feedback

Existing Benchmarks

[1] Lin, Kevin Qinghong, et al. ”VideoGUI: A Benchmark for GUI Automation from Instructional Videos." https://showlab.github.io/videogui 

https://showlab.github.io/videogui/


Benchmarking LMMs and LMM Agents

• Planning is way harder than execution!
• SoTA LMM (e.g., GPT-4o) still need tools (e.g., OCR or SoM) to perform better on action 

execution.

[1] Lin, Kevin Qinghong, et al. ”VideoGUI: A Benchmark for GUI Automation from Instructional Videos." https://showlab.github.io/videogui 

https://showlab.github.io/videogui/


A Simple Agent Baseline with GPT-4o

[1] Lin, Kevin Qinghong, et al. ”VideoGUI: A Benchmark for GUI Automation from Instructional Videos." https://showlab.github.io/videogui 

https://showlab.github.io/videogui/


Model Performance on

GPT-4o Agent fails to complete the full task, even with GT high-level / mid-level planning

[1] Lin, Kevin Qinghong, et al. ”VideoGUI: A Benchmark for GUI Automation from Instructional Videos." https://showlab.github.io/videogui 

https://showlab.github.io/videogui/


Goal:

[1] Lin, Kevin Qinghong, et al. ”VideoGUI: A Benchmark for GUI Automation from Instructional Videos." https://showlab.github.io/videogui 

Qualitative Results

Final product Slideshow Preview (4x speed up)

https://showlab.github.io/videogui/


GPT-4o GUI Agent with GT planning (3x speed up)

Instead of choosing a 3D model with motion, it chooses a static 3D model

Qualitative Results



GPT-4o GUI Agent with GT planning (3x speed up)

Failed to drag to a proper location, and did not release it 
when it is near the right location

Inaccurate localization of the right corner

Qualitative Results



Qualitative Results

GPT-4o GUI Agent w/ GT planning (10x speed up)

Total time: ~ 10 min

Human w/ GT planning (10x speed up)

Total time: ~ 4 min

[1] Lin, Kevin Qinghong, et al. ”VideoGUI: A Benchmark for GUI Automation from Instructional Videos." https://showlab.github.io/videogui 

https://showlab.github.io/videogui/
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• Humans exploring unknown environments/problems

• Iterative self-refinement in exploration:

– Proposal

– Selection

– Feedback

41

Why Agents Need Feedback?

* GIF source: giphy.com 



• A GPT-4V powered agent systems with iterative self-refinement  for automatic 
visual design and creation

[1] Yang, Zhengyuan, et al. "Idea2Img: Iterative Self-Refinement with GPT-4V(ision) for Automatic Image Design and Generation." https://idea2img.github.io/



• Visual creation with multimodal idea inputs, instead of detailed text descriptions

Input IDEA Output Design

A man in a formal suit is captured mid-motion, 
his hand raised in a wave, each finger distinctly 
visible. The entire scene is reimagined in a low-
poly art style, where each facet of the man and 
his attire is defined by geometric shapes filled 
with a palette of bold, contrasting colors. The 
background remains a solid, untextured 
expanse, free of additional elements like sun 
rays or clouds, ensuring the focus remains 
solely on the colorful, stylized figure of the man 
waving. The lighting is neutral, casting no 
shadows or highlights, preserving the simplicity 
of the scene.

Detailed Text Description

[1] Yang, Zhengyuan, et al. "Idea2Img: Iterative Self-Refinement with GPT-4V(ision) for Automatic Image Design and Generation." https://idea2img.github.io/

Visual Design and Creation



1. Initial or Revised prompt generation (Improving) for the T2I model
2. Draft image selection (Assessing)
3. Provide feedback on the errors and revision directions (Verifying)
● Memory

Execution Flow

[1] Yang, Zhengyuan, et al. "Idea2Img: Iterative Self-Refinement with GPT-4V(ision) for Automatic Image Design and Generation." https://idea2img.github.io/



A logo for a 2024 conference held 
in Seattle. Please provide a 
textual description of the design 
before generating

a logo for a 202 4 confe rence 

he ld in Seattle.  P lease provide 
a textual description of the 

de sign before  ge nerating

An elegant logo f or the 2024 
conference, where the Space Needle 
forms part  of the "2024", adorned with 
subtle imagery of a speaker's podium 
and audience, set  against a simplif ied 
Seattle skyline, with a clean, 
monochromatic palette, precise 
detailing, and a soft lighting to 
accentuate the conference theme and 
professionalism.

Input user IDEA Single-round Human Prompting
Iterative self-refined 
Idea2Img prompting

A logo of llama with the exact 
same style as in the given image

A logo of llama with the  e xact 
same style as in the given 
image  that has a minimalist 
de sign

A black and white logo where a 
stethoscope seamlessly forms a 
llama, the tubing outlines the 
body and legs , and the  
earpie ces and diaphragm shape 
the head, akin to the minimalis t 
style of a paw print, no facial 
features, embodying pure 
simplicity, elegance, and clean 
lines .

Two dogs running on the 
be ach, the  le ft one looks like a 
fluffy golde n dog and the 
right one looks like the left 
dog in  the image  that is  b lack 
and white

Two dogs, a Yorkshire Terrier with 
detailed brown and white fur that 

glistens in the sunlight, on the left of a 
black  and white Cavalier King Charles 

Spaniel, are immersed in a game of chase 
along a scenic beach. The ocean waves, 

with their rhythmic motion, complement 
the dogs’ lively energy. The sky, a 

masterpiece of soft , blended colors, 
serves as a canvas for the seagulls that 

glide gracefully , casting  intricate shadows 
that dance on the sandy surface, 
amplifying the scene’s vibrancy.

Two dogs 
running on 
the beach, 
the left 
one looks 
like

and the 
right one 
looks like 
the left 
dog in the 
image

Find the the image style pattern 
in the left two dog images and 
apply it on the top right people 
in tree pose image. Provide a 
textual description that keeps 
the content in the people in 
tree pose image, with the 
correct style pattern.

Find the  the image style 
pattern in  the left two dog 
image s and apply it on the top 
right people in tree pose 
image

Amidst the gentle waves lapping at  the 
shore and the sun bidding adieu, a 
person is encapsulated in the serene 
act  of performing the tree pose yoga. A 
tree, grand and robust, shares the 
spotlight, its leav es whispering tales of 
nature’s splendor. The scene is 
reimagined, … more dist inct geometric 
shapes, echoing the style of the 
polygonal dog images. Each shape, 
bold and less complex, is a  canvas 
capturing the sunset’s my riad hues, 
crafting a cohesive, visual narrative.



• Higher user preference score on all generation models

• Stronger generation models benefit more from Idea2Img iteration

Human Evaluation

[1] Yang, Zhengyuan, et al. "Idea2Img: Iterative Self-Refinement with GPT-4V(ision) for Automatic Image Design and Generation." https://idea2img.github.io/



• Environment interaction tasks beyond image generation

o GUI navigation, Embodied AI, Image2code

• Self-Reflection

o Think twice/self-evaluate its own output

Beyond

[1] Gao, Difei, et al. "Assistgpt: A general multi-modal assistant that can plan, execute, inspect, and learn.”
[2] Wang, Junyang, et al. "Mobile-Agent-v2: Mobile Device Operation Assistant with Effective Navigation via Multi-Agent Collaboration.”
[3] Chi, Zhang, et al. "AppAgent: Multimodal Agents as Smartphone Users”
[4] Yang, Yijun, et al. " Embodied Multi-Modal Agent trained by an LLM from a Parallel TextWorld”
[5] Zhang, Wenqi, et al. “Agent-Pro: Learning to Evolve via Policy-Level Reflection and Optimization”, ACL 2024
[6] Wang, Guanzhi, et al. “VOYAGER: An Open-Ended Embodied Agent with Large Language Models”, NeurIPS 2023 Workshop
[7] Si, Chenglei, et al. “Design2Code: How Far Are We From Automating Front-End Engineering?”
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[1] Yu, Weihao, et al. "Mm-vet: Evaluating large multimodal models for integrated capabilities." ICML 2024 https://github.com/yuweihao/MM-Vet 

• MM-Vet: Evaluating integrated vision-language capabilities

Do We Still Need Multimodal Agents?

https://github.com/yuweihao/MM-Vet
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Discussion

LLM/LMM
Other 

LLMs/LMMs

[1] Kumar, Somnath, et al. "MMCTAgent: Multi-modal Critical Thinking Agent Framework for Complex Visual Reasoning."
[2] Li, Guohao, et al. "Camel: Communicative agents for" mind" exploration of large scale language model society." NeurIPS 2023
[3] Karpathy, Andrej. “LLM OS”. Link
[4] Hong, Sirui, et al. “MetaGPT: Meta Programming for A Multi-Agent Collaborative Framework”, ICLR 2024

LLM/LMM
Other 

LLMs/LMMs

https://x.com/karpathy/status/1723140519554105733?ref_src=twsrc%5Etfw%7Ctwcamp%5Etweetembed%7Ctwterm%5E1723140519554105733%7Ctwgr%5Eb1056b62cdfb9a2034b614d8f08a065d8475092b%7Ctwcon%5Es1_&ref_url=https%3A%2F%2Fcdn.embedly.com%2Fwidgets%2Fmedia.html%3Ftype%3Dtext2Fhtmlkey%3Da19fcc184b9711e1b4764040d3dc5c07schema%3Dtwitterurl%3Dhttps3A%2F%2Ftwitter.com%2Fkarpathy%2Fstatus%2F17231405195541057333Fs3D4626t3DuuEcj3Up_XwhDshmNCpLBQimage%3Dhttps3A%2F%2Fabs.twimg.com%2Ferrors%2Flogo46x38.png


Discussion

MMWorld: Towards Multi-discipline Multi-faceted World Model Evaluation in Videos

[1] He, Xuehai, et al. "MMWorld: Towards Multi-discipline Multi-faceted World Model Evaluation in Video." https://mmworld-bench.github.io

- Evals! Evals! Evals!

https://mmworld-bench.github.io/


Discussion

- Agents are far from “perfect”, require a lot of system optimization 
to be actually useful

Latency Accuracy Privacy

- Can Agent help improve LLM/LMMs?

Model Agent

- Evals! Evals! Evals!
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