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Question

L6 Yes!

Can the net be folded to form a
cube, yes or no?

Image credit: “Unfolding Spatial Cognition: Evaluating Multimodal Models on Visual Simulations”



Question Step-by-Step Human Mental Simulation
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Image credit: “Unfolding Spatial Cognition: Evaluating Multimodal Models on Visual Simulations”



Question

Can the net be folded to form a
cube, yes or no?

Step-by-Step Human Mental Simulation

MLLM Textual Simulation

Yes, this net can be folded into a cube. Here's how:
(1) Face 1 becomes the top of the cube.
®) Face 2 folds down to the left of Face 1. A
@ Face 3 folds down to the right of Face 1. }
4) Face 4 folds down below Face 2, becoming the front face.
(5 Face 5 folds down below Face 3, becoming the back face.
(© Face 6 folds up to close the bottom of the cube.

All faces will perfectly align « , forming a six-faced cube with no
overlaps or gaps.

Image credit: “Unfolding Spatial Cognition: Evaluating Multimodal Models on Visual Simulations”

® Visualization of Textual Reasoning:

;

Reasoning Error Analysis: If Face 2 is on the left of Face 1 ()
and Face 3 is on the right (@), they would be opposite, but they
are adjacent in the net. The correct third step should follow the
net's layout to maintain their connection.

]
-
R

.
®
®

N A

{6/,

L.



Visual Simulation is Critical to Human (hon-verbal) Reasoning

Mental Rotation Mechanical reasoning by mental simulation
(Shepard & Metzler, 1971) (Hegarty, 2004)
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Visual Simulation is Critical to Human (hon-verbal) Reasoning

“Spatial ability predicts performance in mathematics and eventual expertise in science,
technology and engineering.” (Tosto, M. G. et al. 2014)

Multimodal reasoning question in EMMA Human reasoning Model reasoning Gpr-o)

The direction of the electric force due to -2Q and 1. Forces Due to the Charges:
+3Q can be visualized with a quick free-body
sketch of the electric forces:

o The —2() charge attracts the +() charge.

(Force points downward-left).

o The +3(Q charge repels the +() charge.
(Force points downward-right). x

2. Force Magnitudes (Coulomb's Law):

e Forcedueto —2Q): F o = 29"

r2

Question: Three point charges, of charge +Q, -2Q, and +3Q,
are placed equidistant as shown. Which vector best describes
the net direction of the electric force acting on the +Q charge? e

RN

3kQ?
rz

e Force dueto +3Q): Fi3g =
Combining the forces: ..

* |+3Q[>[-2Q] Error: The issue arose from not correctly
~ repel > attract identifying the force direction from +3Q
to +Q, which causes the net force to

b. \ , point \, not downward-right \.

EMMA

Image credit: “Can MLLMs Reason in Multimodality? EMMA: An Enhanced MultiModal ReAsoning Benchmark”



See. Visual Think. Act.

Training Multimodal Agents with Reinforcement Learning



Visual Simulation is Critical to Human (hon-verbal) Reasoning

People with spatial intelligence - “skillfully use the ability to create images, spatial
relationships, and visualizations in the mind.” (Pawlak-Jakubowska & Terczynska 2023)

Question Step-by-Step Human Mental Simulation
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Visual Simulation is Critical to Human (hon-verbal) Reasoning

Question Step-by-Step Human Mental Simulation
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Can the net be folded to form a 0
cube, yes or no?

Multimodal reasoning question in EMMA Human reasoning
The direction of the electric force due to -2Q and
O +0 +3Q can be visualized with a quick free-body

sketch of the electric forces:
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Question: Three point charges, of charge +Q, -2Q, and +3Q,
are placed equidistant as shown. Which vector best describes
the net direction of the electric force acting on the +Q charge?

RN

Combining the forces:

= [+3Q[>-2Q|

~ repel > attract
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Enabling Models to Think Visually
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Enabling Models to Think Visually via Image Generation

Input Generated Response
T

(] Text () Image | | R

Direct Prompting
[ Input } ,[ Output] ¢ Action Sequence: |C ~ C |C B

D D D D D .
: sl | Goleft. Go left. Go Go left. ~] | Co left. z‘ Go up. 71 | Go left. — | Goup. e ] | TheanswerisD.
Chain-of-Thought 5| +| up. Goleft. Go up. 8| ~— 1rE== = J\.:__ .

[ |nput HVerbalThought]——[VerbalThought |_’ oo _’l Output ] MiniBehavior

Action Sequence:

Carrying: None. Go right. Carrying: None. Pick up Carrying: printer. Go left

Multimodal Visualization-of-Thought
Go right. Go right.
Pick up. Go left.

[ Input —’[VerbalThought ]———[ Verbal Thought ]——> —>[ Output ]
Go left. Go up.
@ @ Drop. Carrying: printer. Go left.

Carrying: printer. Go up. Carrying: printer. Drop. Carrying: None.

Action Success.

. . FrozenLake
Visual Thought |~ Visual Thought
@@ Action Sequence: GQ @0 @2
— Go down. Go down & 2 & 5
g @@ . right. Go right. Go down. €2 @@ Godown. @ ¢ @@ Goright. @ @ ) Action Failed: Fallinto the Hole.
Go up. Go left. Go @ %) @
left.

Credit: “Imagine while Reasoning in Space: Multimodal Visualization-of-Thought”



Enabling Models to Think Visually via Image Generation

Optimal Action

O i = i i ket & =
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O Text D Image GN) G? G @ (? @ @ @ w @ @ (-:\ @ @ @ @
Direct Prompting O ¢
[ Input »{ Verbal Output ] LL % & ¢t @ . 2] . &S & v & . &
Invalid Action:
Multimodal Chain-of-Thought Move Through Wall
[ Input —-[ Verbal Thought }—~[ Verbal Thought ]—0 —>[ Verbal Output ] "
‘ . | N P © r=---. R-9 | J— © F ¢ | IR © X ©
! Go stra/ght fo Then turn 5//g/7f/y To con(/ude;you ) L____} L_# *
0 the crossing. left at the crossing. should first go =
q% straight to ......
—K/ Visual Planning | | | | | |

: , _ Constraint: Invalid Action:
[ Input }_"[ Visual Thought ]_’[ Visual Thought ]_’ _’[ Visual Thought ] The agent is not allowed to enter table cells. Violation of Physical Constraint

ST Y MAARRAA

y'©

MiniBehavior

Credit: “Visual Planning: Let’s Think Only with Images”



Enabling Models to Think Visually via Image Generation

How to reward pure image outputs?

Reward actions - a rule-based parser that turns image-to-image transitions into discrete moves

PO"CY Update Action Move Reward
agl) — A Xopt | + Optimal
~(k) v @ (2)
1001 e a,”’ > D
Jol |
Large | (m®; Decoo (k p
g ¥ | ecode ’P(vt,v( )) arse agG) > = [Oéinv] Invalid

E - Vision
- Model
Ut

Compare & Score

Optimal action

N » | ¥ | K

Image

Te = |
m G

o for GRPO

Visual State Prediction Image Pairs Reference @ current state

Credit: “Visual Planning: Let’s Think Only with Images”



Enabling Models to Think Visually via Tool Using
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Enabling Models to Think Visually via Tool Using

O.uery: Given LBCJ=1050, (KEF=105°. Find LEIC

Input Image:

Credit: “Visual Sketchpad: Sketching as a Visual Chain of Thought for Multimodal Language Models”



Enabling Models to Think Visually via Tool Using

Original Image I

/ Cropped Image 1\

Pixel Reasoner

Question
Is the cell Cropped Image 2
: phoneto :
the left or ®| Zoom-in Invoke
: right of the : 2 End of imC T/
i backpack? : ( 3} End of iMCo
: N
Interleaved [ 7 [ @ Final
_ = Text-CoT3
[ e Text-CoTl |[@| /7] | Text-cot2 [®] 7] | Text-Co e
3 ]
R — cT
Question > Large Language Model
Vol
OIr‘lgmal Vision Encoder & Projection Reward
mage Manager

]

'

[T Race + Rpormar

'H[Racc>0 * Reoot

Credit: “DeepEyes: Incentivizing “Thinking with images” via Reinforcement Learning”

Question: Where to buy a mug like

this based on its logo?

This image shows a desk setup where ...
The question asks for a mug. It is likely located

on the table, so | will look closer at ...

- The mug is on the right upper corner.
| need to look closer at the logo on it.

©

Credit: “Pixel Reasoner”

lllustration of Pixel-Space Reasoning




Enabling Models to Think Visually via Tool Using
S1 (Initial Exploration) =& S2 (High-Frequency Tool Usage) = S3 (Efficient Exploitation) '

(a) Tool Call Count (b) Response Length (c) Grounding loU (d) Evaluation on V* Bench
22 F—st—1—%2 s3 s1 | s2 | s3 s1 | s2 | s3 s1 | s2 ! s3
' '8 325 - | ! | !
i E ' 0.4 E : |
1.8 h
i [ 1\ 275 i
1.4 § 0.3 §
225
1.0 | :
0.6 | | : : | : | :
0 20 40 60 80 0 20 40 60 80 0 20 40 60 80 0 16 32 48 64 80
Steps Steps Steps Steps

Figure 3: Training dynamics of DeepEyes. s1/2/3 represent different stages.

Credit: “DeepEyes: Incentivizing “Thinking with images” via Reinforcement Learning”



Enabling Models to Think Visually via Tool Using
S1 (Initial Exploration) =& S2 (High-Frequency Tool Usage) = S3 (Efficient Exploitation) '

(a) Tool Call Count (b) Response Length (c) Grounding loU (d) Evaluation on V* Bench
2.2 s1 S2 s3 s1 S2 s3 s1
’ A 323 ‘ | 0.4 90 E
| i LA 275
1.4 i E T 0.3 80 i
i 225
1.0
175 0.2 70
0.6 | ' : : | ! i :
0 20 40 60 80 0 20 40 60 80 0 20 40 60 80 0 16 32 48 64 80
Steps Steps Steps Steps

Figure 3: Training dynamics of DeepEyes. s1/2/3 represent different stages.

Model learns to deliver better results with fewer, more precise tool interactions. '

Credit: “DeepEyes: Incentivizing “Thinking with images” via Reinforcement Learning”



Enabling Models to Think Visually via Tool Using

Zoom-in/Crop as fundamental image manipulation tool => Not only helps visual search performances but also
improves on grounding, math reasoning and reduces hallucinations.

71.2

V* Bench

95.7

87.9

90.1

HR-Bench 4K

75.1
73.9

68.8

65.3

POPE

Adversarial Popular Random Overall

HR-Bench 8K

- - 88.4

86.5 87.2 859

87.5 01.8 87.7
+1.0 +4.6 +1.8

Credit: “DeepEyes: Incentivizing “Thinking with images” via Reinforcement Learning”

Model ng:;“ refCOCO refCOCO+ refCOCOg ReasonSeg
LLaVA-OneVision [62] 7B - - -

Qwen2.5-VL [58] 7B | 900 84.2 87.2

Qwen2.5-VL* [58] 7B | 89.1 82.6 86.1

DeepEyes 7B 89.8 83.6 86.7

A (vs Qwen2.5-VL7B) - +0.7 +1.0 +0.6

Param
Model Size | Vista[64] Verse [65]

Vision [66] Math [67]

L.LaVA-OneVision [62] 7B

Qwen2.5-VL [58] 7B
Qwen2.5-VL* [58] 7B
DeepEyes 7B

A (vs Qwen2.5-VL 7B) -

Dyna Logic
Math [68] Vista [69]
- 33.31
- 4417
53.3 45.9
55.0 47.7
+1.7 +1.8




Scaling RL with Vision Tools

OpenThinkIMG

A modular RL framework for
“Thinking with images” that
allows easy extension by the
community

Tool RL

/

e

Rewards

~

(I Tool Call \l

Accuracy

ll:]: New Reward

o
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Alogorithms

GRPO

' CENew Algo
"

=

./

all
VLLM Rollout

Tool-Based Eval Framework

Tool Server
/ Tools \
' DrawLine |
)
U/ Grou-ﬁc_jing ~ |
) Point ]
llﬂ: New Tools
\L 1/
Call C ‘lRegisTm
[ Controller ]1\\
T
\h[ API ]
\_ J

/ Model Tasks \
S—— \
VLLM Models | | ChartQA
Qwen 2.5 VL ' ( Charxiv
l Gemini Pro ' - ChartGemma
‘ OpenAl Models POPE l
‘I:I:New Models’ CE New Tasks ‘
e, ( 7 N ) i
\{ Model A EN Task B
Inferencer
" »,

- Flexible reward and algorithm designsl' Provides core tool functionalities

= Offers a clean API for RL rollouts and inferences

https://github.com/OpenThinkIMG/OpenThinkIMG

ss task, model


https://github.com/OpenThinkIMG/OpenThinkIMG

Scaling RL with Vision Tools

OpenThinkiIMG

Model trained with the OpenThinkIMG framework (V-Tool RL) reaching comparable performance to closed-source modelsj

80

Accuracy (%)
= S

]
=

68.20

TACO-8B CogCom-13B V-Tool RL Gemini

GPT-4.1

(a) Model Performance Comparison

80

Accuracy (%)
= E

9
=

59.39

Qwen-Base Qwen-SFT Text-based RL. V-Tool RL

(b) Impact of Training Stages & Methods

Performance Comparison on ChartGemma test set.

https://github.com/OpenThinkIMG/OpenThinkIMG



https://github.com/OpenThinkIMG/OpenThinkIMG

Scaling RL with Vision Tools

Case study on precise visual manipulation with more tools: Zoomin + OCR

Evolving Flavors: Coffee Preferences Worldwide (2023) Q: What is the percentage difference between "Fruity & Floral“and "Rich &
North America Europe asia Bold" preferences in Africa?

Earthy & Spicy Earthy & Spicy Earthy & Spicy Our MOdel _________________________________________________________________

Nutty & Sweet — to: To determine the percentage difference between “Fruity & Floral” and “Rich & Bold” preferences

Nutty&Swee’ anAfrica Twill oo o on the clevant s 10n of the chart and the ) Use {0 extract the values.
- PR Rele L ag: ZoomInSubfigurc(image-0) } ’ Africa
Rich & Bold v W, S e e, - e . | |
. Rich & Bold Fruity & Floral 8.0% ominSubf re model « uts: Selec LOP10O ULIC PRI 2
Fruity & Floral i . . _ i
Fruity & Floral 'lease summarize the model outpu INd answe ' 'St questi ' -
Africa South America Australia . . ’ i
. oty & 5o — t;: Now that I have zoomed in on the relevant section of the chart, , Rich & Bold ;
N ['will use OCKE to extract the values for category names and their | %
Rich & Bold Nutty & Sweet Sl Nutty & Sweet  DEICENtage ’
ic o u # S ot e e S R A NS T s S ST SRRSE RS ANR “: ‘o.o%
LA R(image-1) } ? }
s B 15.0% o 25.0% ‘o1 OCR model outputs: UL L1

Fruity & Floral Earthy & Spicy: 25.0%, Nutty & Sweet: 20.0%, Fruity & | 1: 40.0%, Rich & Bold: 15.0

Fruity & Floral Fruity & Floral

Hlease summa ‘ > | 1) INnd answe Ny rst auestion
ty: The OCR returns “Fruity & Floral © 25.09%7 and "Rich & Bold : 40.0%.” To quantify the gap, I compute 40.0% — 25.0%, yielding a 15.0% difference. Therefore, the final answer s 15.0%.
a,: Terminate(15%)

#1741 -----------------------rcccceeeeecmmecmescsssscscsecscecceccsecsseecseesceesssssseessesscesceessesscecssesceecsessceecee -
I need to extract the percentages for 'Fruity & Floral' and 'Rich & Bold' from the Africa pie chart. Then I can calculate the percentage difference, so I will visually read the values from the
chart. In Africa: 'Fruity & Floral' is 40.0% and 'Rich & Bold' is 18.0%. The percentage difference is 40.0% - 18.0% = 22.0%.

Therefore, the final answer 1s 22.0%. x

https://github.com/OpenThinkIMG/OpenThinkIMG



https://github.com/OpenThinkIMG/OpenThinkIMG

Scaling RL with Vision Tools
Case study on precise visual manipulation with more tools: Point + DrawLines '

OpenThlnkIMG

Exploration of the Depths: Mapping Ocean Currents Over Time

Q: Between the decades 1970 and 2000, which ocean current exhibited the largest increase in intensity?

CAI MOOE) =======cccscccccccccccccccmccccmccmcscsccccsccmss s rc - crsavssssssEsRasR AR m R E A ———-
to: To determine which current rose the most between 1970 and 2000, I began by pinpointing the exact x-axis positions for those two

decades on the ongmal plot and u.s_d_Lm Point tool to mark each curve’s value at 1970 and 2000,

t Intensity (arbitrary units)
- .- -
o © S

Exploration gf the Depths: Mapping Ocean Currepts Over Time

1 -) 0 19'6(» 1 ® 0 1 E:.!l) 1;‘10 *'l)(l .‘0'1 0 2 :n.)o | 1
_t;: Based on the marked-points image, I then overlaid red dashed vertical lines at x = 1970 and x = 2000 to create clear visual guides. |~ | T &nim., | :
<l ) * i . : : I
a: DrawVertncaleeByX(lmage O pomt x1—4 3 yl 1 3 pomt x2 8 2 y2 1 3 ) g E
b B ; |
g 40 4 : e
& | -1
3 : : :
E & |
t,: From the resulting annotated plot, I read off the intensities—Gulf Stream rising from 20 to 45, Kuroshio Current from 15 to 40, and i E
% 3 " o e |
Antarctic Circumpolar from 17 to 42—and calculated that each current increased by 25 units over that period, cading to a three-way ¥ e :
| - : |
tie for the largest gain. | N L i .|
a,: Terminate(three-way tie) - . i " acage :M | 3
T o T T T - e s A Ao A Bk St Y b S SO st 0

Let's calculate the difference in y-coordinates for each current between 1970 and 2000. The largest vertical change (from a higher y to a lower y) corresponds to the greatest increase in intensity.
Gulf Stream: 67.3 to 43.3 (difference 24.0), Kuroshio: 70.0 to 47.9 (difference 22.1), Antarctic Circumpolar: 70.4 to 47.3 (difference 23.1). The Gulf Stream exhibits the largest increase. x

https://github.com/OpenThinkIMG/OpenThinkIMG



https://github.com/OpenThinkIMG/OpenThinkIMG

See. Visual Think. Act.

Training Multimodal Agents with Reinforcement Learning



"See”. Think. Act.

Training Language Agents with Reinforcement Learning



Revisiting RL with Verifiable Reward for LLMs
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Step 1 - Rollout



Revisiting RL with Verifiable Reward for LLMs
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Step 2 - Verification



Revisiting RL with Verifiable Reward for LLMs

Step 3 - Reinforce Reasoning



Extending to More Real-World Setting

< i/@

® x

i
LKL

X

Verifiable Problem Observable Environment
[ Single-turn > Multi-turn feedback

B Finite problem set oo “Infinite"” state combos
& One answer L® Many trajectories

® Full observability & Partial observability



Key Challenges of RL in Observable Environment

Multiturn Interaction

—
y

Statefulness

©

Markov Decision Processes!




StarPO: State-Thinking-Action-Reward Policy Optimization ﬁ P

MDP as a sequence prediction. |

T T
S0 Ao o S1 .. 9k Qg Tk Sgk+1
Initial State Action Reward State State Action Reward State
Reinforcing the entire multi-turn interaction trajectory |
K-turn Rollout Update
S a r Update So aj Ty SK Tk kw1 & @ Pgy(als)
Single-turn LLM o @ Pg(7)
Rollout PG (CllS) a}; Env

. : : T T
https://ragen-ai.github.io Trajectory T 'so ag To (S1 - Sk Ak Tk Sk+1



https://ragen-ai.github.io

StarPO: State-Thinking-Action-Reward Policy Optimization n‘%%}l

K-turn Rollout for N Trajectories

At each turn, the model takes in the trajectory history
staring from the initial state to the current state.

Step 1 - Trajectory Rollout
https://ragen-ai.github.io



https://ragen-ai.github.io

StarPO: State-Thinking-Action-Reward Policy Optimization ﬁ%@

K-turn Rollout for N Trajectories

generate

ag

Thinking process </think> <ans> ag </ans>

At each turn, the model generates a structured output
containing reasoning and action(s)

Step 1 - Trajectory Rollout

https://ragen-ai.github.io



https://ragen-ai.github.io

StarPO: State-Thinking-Action-Reward Policy Optimization ﬁ%@

K-turn Rollout for N Trajectories

SO ao TO cee SK
generate
a,@ = Thinking process </think> <ans> ag </ans> />
L
action sequence
At each turn, action sequences are sent to the
environment to be excused step-by-step.

Step 1 - Trajectory Rollout
https://ragen-ai.github.io



https://ragen-ai.github.io

StarPO: State-Thinking-Action-Reward Policy Optimization p‘%@

K-turn Rollout for N Trajectories

append T

T
S0 a, 10 Sk Ay + Tk | Sg+1
generate feedback
a,@ = Thinking process </think> <ans> ag </ans> RN

2]

action sequence

Collect the turn-level reward and the new state to append
to the input sequence.

Step 1 - Trajectory Rollout
https://ragen-ai.github.io



https://ragen-ai.github.io

StarPO: State-Thinking-Action-Reward Policy Optimization ﬁ%@

K-turn Rollout for N Trajectories

append
SO a’g TO coe SK PP a}lé + TK SK+1
generate feedback
I aIT< = Thinking process </think> <ans> ag </ans> /}
el

‘ action sequence °©
Trajectory Tt S50 ap | To || S ... Sk ax | Tk ||Sk+1
Repeat for K turns to collect N Trajectories. l

Step 1 - Trajectory Rollout

https://ragen-ai.github.io


https://ragen-ai.github.io

StarPO: State-Thinking-Action-Reward Policy Optimization p‘%@

K-turn Rollout for N Trajectories

append
So aOT To Sk PP aIT< + Tk | Sk+1
generate feedback
Output a,? = Thinking process </think> <ans> ag </ans>
4dA\
action sequence =N\
Trajectory 7 So ag | To || S1 ... 5K ax Tk |Sk+1 Tall =zri
i
Compute trajectory-level rewards. l

Step 2 - Trajectory Verification

https://ragen-ai.github.io
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StarPO: State-Thinking-Action-Reward Policy Optimization n‘%%}.

K-turn Rollout for N Trajectories Update LLM

nput, So dag | To oo SK append Ak + | Tk | Sked o oW (L0 M 1) (1)
Qo | To | S1 | -+ Sk+1 R - A

2

LLI | £

=
generate feedback 50 a’ | 1o | Sq || - SK+1 R" f A

g

Output a% = Thinking process </think> <ans> ag </ans> X §

r~10}-

p—

action sequence’ ~''""

T LLM - Update mng]Starpo(Q, R)

Trajectory T So || Qo | |t (... G| Qx| | - Tall :Zri »
i

Step 3 - Reinforce Multi-turn Trajectory

https://ragen-ai.github.io



https://ragen-ai.github.io

RL in Observable Environment is Challenging n‘%@

Single-turn RL may not be directly adaptable |

Bandit

o o
» 00

Success Rate
o
N

O
N

O
o

0 50 100 150 200

https://ragen-ai.github.io
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https://ragen-ai.github.io

RL in Observable Environment is Challenging n‘%@n

“Echo Trap” - Agents overfit to locally rewarded reasoning patterns, suppressing exploration

Step Reasoning traces on Bandit aee

0 Dragon is often associated with patience, strength, and reliability, Reward Variances
while Phoenix is associated with speed, agility, and creativity.
0 The symbolic meaning of Dragon and Phoenix’s names suggests that they
may have different reward distributions... Therefore, I think Phoenix
is more likely to give higher rewards on average. Gradient Norm Spikes
150 My initial intention is to pick arm Dragon. My first action is to go
for arm Dragon.
150 My initial intention is to pick arm Dragon, so my first action is to Output Entropy
go for arm Dragon.
150 My initial intention is to choose Arm Dragon. After analyzing both

arms, my intention was to choose Arm Dragon.

https://ragen-ai.github.io
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How to Avoid “Echo Trap”?

Using reward variance as a proxy to measure reasoning diversity

Low reward variance High reward variance

https://ragen-ai.github.io



https://ragen-ai.github.io

How to Avoid “Echo Trap”?

Model learns better from fewer but more diverse trajectories. |

=
RA

Success Rate on Frozen Lake (PPO) Success Rate on Sokoban (PPO)
0.3
S AR S
© “-"A” y‘vkx, X ©
X o2 2 (7N /) a4
7)) 4 V N
N N
O O
S 0.1 S
- -
7y 73
0.075 50 100 150 200 0.075 50 100 150 200
Steps Steps
All Rollouts — Keep 25% — Keep 50% — Keep 75%

https://ragen-ai.github.io
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StarPO-S: Stabilizing multi-turn RL training with LLM Agents  §achi

StarPO-s = StarPO + Filter by reward variance + Clipping + Removing KL constraint

Bandit Sokoban FrozenLake WebShop
1.0 P 0.25 0.25 . 0.9 |
0.8 0.20 /N 020 0.8
3 \/
m "I‘ B
X 06 0.15 0.15
8 ,
QL
8 0.4 0.10 0.10
U:) -
0.2 0.05 0.05
0.0 0.00 0.00
0 50 100 150 200 0 20 40 60 80
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See. Think. Act.

Training Multimodal Agents with Reinforcement
Learning




State Representation for LLM and VLM Agents VAGEN

Symbolic representation make it easy for LLM agents while VLM agents must first solve vision just to play. |
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Sokoban FrozenLake
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How should VLMs reason about visual states? VAGEN

Visual State Input VLM Action Output

https://github.com/RAGEN-AI/VAGEN
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How should VLMs reason about visual states? &J VAGEN

Reasoning

Visual State Input VLM Action Output

‘on 2 - Exolici -
Option 1 - Free-Think Option xplicit State Verbalization

<think><observation>...</

<think>The box looks like it needs to go

: : observation>...<prediction>...</
over there. Maybe push it?</think> P

prediction></think>

https://github.com/RAGEN-AI/VAGEN
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How should VLMs reason about vi

sual states? VAGEN

(:" ) Emsmsmsssmsl 0020202 o= A _ o%)o
% ﬁ ‘: > o~ LoDD
—~ 7 @
O a ....................................... 26 @ Cij
Model/Method FrozenlLake Sokoban Navigation Primitiveskill SVG Overall
Base Common Average Place Stack Drawer Align Average Dino DreamSim Average
VAGEN: Multi-Turn RL with Visual State Reasoning (Backbone: Qwen2.5-VL-3B)
Free-Think 0.39 043 0.63 0.63 063 1.00 063 0.00 1.00 066 090 0.64 0.77 0.58
No-Think 0.34 0.29 0.00 0.00 0.00 0.00 0.00 0.00 000 0.00 0.88 0.60 0.74 0.27
Grounding 0.35 0.15 0.78 0.75 0.77 0.00 0.00 0.00 000 0.00 092 0.67 0.80 0.41
WorldModeling 0.53 0.44 0.67 0.59 063 100 063 088 1.00 088 089 0.63 0.76 0.65
Grounding-WorldModeling 0.55 044 0.78 0.80 079 063 063 088 1.00 0.79 090 0.65 0.78 0.67
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How should VLMs reason about visual states? &J VAGEN
T i b 121 950

9 > o~ LD
©
FOE YL
Model/Method FrozenlLake Sokoban Navigation PrimitiveSkill SVG Overall

Base Common Average Place Stack Drawer Align Average Dino DreamSim Average
VAGEN: Multi-Turn RL with Visual State Reasoning (Backbone: Qwen2.5-VL-3B)

Free-Think }
No-Think 0.34 0.29 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.88 0.60 0.74 0.27
Grounding 0.35 0.15 0.78 0.75 0.77 0.00 0.00 0.00 000 000 0.92 0.67 0.80 0.41

WorldModeling 0.53 0.44 0.67 0.59 063 100 063 088 1.00 088 0.89 0.63 0.76  0.65
0.63 0.63

Grounding-WorldModeling

Free-Think Explicit State Verbalization - Grounding+World Modeling

<think>| see the player and the box. The <think><observation>Player at (2,1), Box at (2,2), Target at (4,2)</

observation>...<prediction>If Action=Push_Down, Box will be at
(3,2), Player at (3,1)</prediction></think>

target is somewhere else. | should probably
move the box towards it.</think>




How should VLMs verbalize visual states? VAGEN

Natural Language Symbolic {} Structured

"The player is at the {
upper-left, the box is P O 'player': [0,0],
. ) ! ' [1,1
Visual State to the right of the. X box (1,11,
player, the target is # 'target': [0,2],
below the player" }

https://github.com/RAGEN-AI/VAGEN
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How should VLMs verbalize visual states? VAGEN

t @
ﬁ e Eeme
o @ =
Visual State Representation  FrozenlLake  Sokoban Primitivedkill
Place  Stack Drawer Align = Average
Natural-Lanaguage 0.55 0.44 0.63 0.63 0.88 1.00 0.79
Structured 0.27 0.35 1.00 0.63 0.88 1.00 0.88

Symbolic 0.30 0.27 = - ~ - —

Optimal Visual State Representation is Task-Dependent. l

https://github.com/RAGEN-AI/VAGEN
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Reinforcing Explicit Visual State Reasoning & VAGEN

<think><observation>...< e e
/ Explicit Visual Sate

observation>...<predictian>... Reasonin
I N N N A B </predicti0n></think> g
T 111111111171
——— T
Visual State Input VLM Action Output

https://github.com/RAGEN-AI/VAGEN
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Reinforcing Explicit Visual State Reasoning & VAGEN

<think><observation>...</

: _ Explicit Visual Sate
observation>...<predicti P

TT T T T T T T T </prediction> </think> Reasonlng
IR I N N I N B

P —

Visual State Input VLM Action Output

How to verify the correctness of current state verbalization? '

https://github.com/RAGEN-AI/VAGEN
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Reinforcing Explicit Visual State Reasoning & VAGEN

<think><observation>...</
observation>...<predicti
</prediction></think>

Explicit Visual Sate
Reasoning

Visual State Input VLM Action Output

How to verify the correctness of current state verbalization? |
How to check the plausibility of next state prediction? l

https://github.com/RAGEN-AI/VAGEN
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Reinforcing Explicit Visual State Reasoning & VAGEN

<think><observation>...</
observation>...<predicti
</prediction></think>

Explicit Visual Sate

Reasoning

I I N N N N O O N

Visual State Input VLM Action Output

How to verify the correctness of current state verbalization? '
How to check the plausibility of next state prediction? '

How to assign reward to intermediate reasoning steps (current state+next state) vs. final action? '



VAGEN

Reinforcing Explicit Visual State Reasoning &

<think><observation>...</
observation>...<predictian>...
</prediction></think>

- G5 =

Visual State Input VLM Action Output

Explicit Visual Sate
Reasoning

How to verify the correctness of current state verbalization?

Visual Reasoning Reward w/
LLM-as-judge
How to check the plausibility of next state prediction?

Hierarchical credit assignment
w/ Bi-level GAE

How to assign reward to intermediate reasoning steps (current
state+next state) vs. final action?




Visual Reasoning Reward ws VAGEN

GT Current State

GT Next State
~<

<think><observation>...</

observation>...<predictian>...

</prediction></think>

Pred. Current State J
| Pred. Next State

VLM LLM-as-Judge

https://github.com/RAGEN-AI/VAGEN
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Case Study & VAGEN

Step 1 VLM Output

<think>
<observation>There is a plate on the dining table to the
right.</observation>

<reasoning> First, | should move forward to get closer to the
table. Then, | can move to the right to be in front of the
table.</reasoning>

<prediction=l will to the forward-left of plate and dining
table.</prediction>

</think>

<answer>moveahead, moveright</answer>

<think>
<observation>| can see there is a pot on the stove.</observation>

<reasoning>To move closer to the pot, | should move forward
and then to the right.</reasoning>

<prediction>l will closer to the pot.</prediction>
</think>
<answer>moveahead, moveahead, moveright</answer>

Base RL

https://github.com/RAGEN-AI/VAGEN
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' See. Visual Think. Act. |

"See"o Think. ACto /

| Training Language Agents with Reinforcement Learning |

See. Think. Act. |

g Training Multimodal Agents with Reinforcement Learning




