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Advancing Multimodal LLMs: 
From Seeing to Understanding 
and Acting



How VLMs were Trained A Decade Ago?
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How VLMs are Trained Now?
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From Show and Tell to Modern Multimodal LLMs
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Show and Tell (2015) Qwen2.5-VL (2025)

Team Size of 4 (Research 
Oriented)

Qwen team (Engineering 
Heavy)

Image encoder GoogLeNet (~7M) ViT with native any-res

Language decoder LSTM (~13M) LLM

Parameter size ~20M 72B (~4000 times larger)

Model training GoogLeNet frozen, LSTM 
from scratch Pre-training + Post-training

Training data ImageNet + COCO Large volume of data

Capabilities Short image captions + 
simple VQA etc. 

Knowledge-intensive, text-
rich, refer & ground, UI, video, 
reasoning



Advancing MLLMs: Taking Apple Multimodal Research as Example
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Seeing Understanding Acting

From CLIP to CLOC

From AIM to AIMv2

MM1, MM1.5
MM-Ego, MM-Spatial

Ferret, Ferret 2
Ferret-UI, Ferret-UI 2

SlowFast-LLaVA
SlowFast-LLaVA-1.5

Generalist Embodied 
Agents

And more to come… 

[1] MM-Ego: Towards Building Egocentric Multimodal LLMs, ICLR 2025
[2] MM-Spatial: Exploring 3D Spatial Understanding in Multimodal LLMs, 2025
[3] MOFI: Learning Image Representations from Noisy Entity Annotated Images, ICLR 2024
[4] From Multimodal LLMs to Generalist Embodied Agents: Methods and Lessons, CVPR 2025



Seeing: From CLIP to CLOC



Can We Do Better than CLIP?

• CLIP has simple design thus appealing scaling properties

• Can we have better image encoder backbones for multimodal LLMs?

• A drop-in replacement for CLIP but with improved localization capability
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CLIP [Radford et al. 2021] Cambrian-1 [Tong et al. 2024]



CLOC: Contrastive Localized Language-Image Pre-training
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Data: Visually Enriched and Spatially Localized Captioning
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Data: Visually Enriched and Spatially Localized Captioning
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• 2B images with 20B image regions for model training



Promptable Embeddings: How to Obtain Region Embeddings
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“a large TV”

”a stunning 
ocean view”

“a glass table 
with a vase on 

a strong image embedding that can be easily 
transformed into region representations aligned with 

fine-grained text, given visual prompts

“A living room in a luxury apartment, featuring a 
stunning ocean view, a large TV, … ”

Image 

Encoder

LLM Decoder

“What items are 
on the table?”

“There are four glass goblets 
and a bottle of wine.”



Promotable Embeddings: SAM vs CLOC
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• SAM: a prompt —> a mask

• CLOC: a prompt —> a region embedding

SAM [Kirillov et al. 2023]



Extracting Region Features with a Prompter 
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• How about RoI-Align?


• Image -> ViT -> spatial feature map -> 
RoI-Align(box) -> region features


• ViT vs. CNN


• Inductive bias for downstream MLLM


• Noisy bounding boxes 



A Simple and Scalable Design for the Prompter 
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RegionFeature(x, box) =  

Prompter (ImageEncoder(x), box)

Positional 
Encodings

Light-Weight 
Encoder

x_min, 
y_min, 
x_max, 
y_max

Image 

Encoder

“a stunning 
ocean view”

Pooling & 
projection

Single-layer single-head 
transformer encoder

“a large 
TV”



CLOC: A Localized CLIP Training Loss
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Positional 
Encodings

Light-Weight 
Encoder

Text 
Encoder

x_min, 
y_min, 
x_max, 
y_max

”a stunning ocean view””a stunning ocean view””a stunning ocean view”

Image 

Encoder

t(1,1) t(1,2) t(2,1) t(2,2)

r(1,1) 1 0 0 0

r(1,2) 0 1 0 0

r(2,1) 0 0 1 0

r(2,2) 0 0 0 1

”a stunning 
ocean view”

“a large 
TV” …

RegionFeature(x, box) = Prompter (ImageEncoder(x), box)

Prompter

…

…

…



Referring and Grounding in Ferret
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• Mimic the concept of referring and grounding for model training
• Referring: visual prompt —> text output
• Grounding: text input —> grounded bbox output



Overall CLOC training

17

• Referring: bbox —> region caption (i.e., the CLOC loss)

• Grounding: region caption —> bbox (i.e., an additional box regression loss)

Box regression



How to Use it for Multimodal LLM?
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Translates into Improved Referring and Grounding in MLLM
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* replace Ferret visual sampler 
with a simple prompter



Seeing: From AIM to AIMv2



Autoregressive Image Models (AIM)
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• Pre-train an image encoder only using autoregressive image pixel losses



Autoregressive Image Models (AIM)
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• Contrastive/Joint embedding (e.g., DINOv2) methods are still more parameter 
efficient!



Multimodal Autoregressive Pre-training
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• AIMv2 is a paradigm shift from the predominant CLIP pre-training

• Dense supervision with a loss term per 
token rather than a single global loss

• Better alignment with the multimodal 
LLM use cases.

• Purely autoregressive objective, easy to 
scale and parallelize (e.g., no intra-batch 
sync required)



Scaling Properties of AIMv2
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• Scaling in terms of model size and data size

AIMv2 is another example of simple methods that scale well! 



Scaling Properties of AIMv2
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Scaling in terms of 
image resolution

AIMv2 vs Captioning



Other Good Works Out There

[1] SigLIP 2: Multilingual Vision-Language Encoders with Improved Semantic Understanding, Localization, and Dense Features, 2025
[2] Scaling Language-Free Visual Representation Learning, 2025 26



Other Good Works Out There

[1] Perception Encoder: The best visual embeddings are not at the output of the network, 2025
[2] OpenVision : A Fully-Open, Cost-Effective Family of Advanced Vision Encoders for Multimodal Learning, 2025 27



Understanding: Multimodal LLM



Core Vision Capabilities (Examples from MM1.5)
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Text-rich image understanding

The ingredients <111,24,315,229> <308,235,460,314> <383,372,571,485> can be used to make a delicious cake. The 
first ingredient is cake flour, the second one is eggs, and the third one is butter. These are all essential components for 
baking a cake.

!

"
What can I make with these ingredients <111,24,315,229> <308,235,460,314> <383,372,571,485>?

To make a cake, you would need flour, sugar, eggs, butter, and baking soda from the image.
!

"
If we want to make a cake, choose the best ingredients in the image. 

"
Can you show me their coordinates?

Sure! The flour <112,26,316,239>, sugar <306,19,484,251>, eggs <312,239,392,312> 
<386,243,461,316>, butter <383,371,571,481>, and baking soda <457,155,567,308> are the 
ingredients you would need for a cake.

!

"
Should I add this stuff <101,306> to my cake too?

Yes, you should definitely add the canned cherries <54,211,165,388> to your cake. They will add a sweet and tangy flavor 
to the cake, enhancing its taste.

!

Step 1: Identify the main subject of each image. 

• Image 1: The main subject is a crowd of people at a concert. 

• Image 2: The main subject is the Sagrada Familia, a large Gothic-style church 
in Barcelona. 

• Image 3: The main subject is a cup of coffee with a heart-shaped foam design. 
Step 2: Determine the tone and theme of each image. 

• Image 1: The tone is energetic and lively, with a focus on the vibrant 
atmosphere of a concert. 

• Image 2: The tone is historical and architectural, showcasing the grandeur of 
the Sagrada Familia. 

• Image 3: The tone is cozy and inviting, with a focus on the comforting act of 
enjoying a cup of coffee. 

Step 3: Craft a Twitter post that incorporates the main subject and tone of 
each image. 
"Experience the energy of a live concert at [Concert Venue] or take a moment to 
appreciate the architectural beauty of [Sagrada Familia] with [Tourist 
Attraction]. Enjoy a warm cup of coffee with a heart-shaped foam design from 
[Coffee Shop]."

!

"
Help me generate a Twitter post providing these images.

To find the skier's speed at the bottom, we can use the conservation of 
energy principle. At the start, the skier has potential energy, and at the 
end, the skier has kinetic energy. Since the energy is conserved, we can 
set up the following equation: 
Start:  End:  
where E is the energy, m is the mass of the skier, g is the acceleration 
due to gravity (9.81 ), h is the height, and v is the final velocity. 
We are given the initial height (40 m) and the final height (0 m) since 
the skier reaches the ground. We can plug these values into the 
equation and solve for the final velocity (v): 

 
Divide both sides by m: 

 
Now, plug in the given values for g and h: 

 

 
Multiply both sides by 2: 

 
Now, take the square root of both sides to find the final velocity (v): 

 
 

So, the skier's speed at the bottom is approximately 28 m/s.

E = mgh E = (1/2)mv2

m /s2

(1/2)mv2 = mgh

(1/2)v2 = gh

(1/2)v2 = (9.81m /s2)(40m)
(1/2)v2 = 392.4J

v2 = 784.8J

v = 784.8J
v ≈ 28m /s

"
Try to reason about the question step by step.

Multi-Image Math/Reasoning

Refer & Ground

!

"
Read out the abstract of this paper.

In this work, we discuss building performant Multimodal Large Language Models (MLLMs). In particular, we study 
the importance of various architecture components and data choices. Through careful and comprehensive ablations of 
the image encoder, the vision language connector, and various pre-training data choices, we identify several crucial 
design lessons. For example, we demonstrate that for large-scale multimodal pre-training using a careful mix of 
image-captioning, the interleaved image-text and text-only data is crucial for achieving state-of-the-art (SOTA) few-
shot results across multiple benchmarks, compared to other published multimodal pre-training results. Further, we 
show that the image encoder together with image resolution and the image token count has substantial impact, while 
the vision-language connector design is of comparable negligible importance. By scaling up the presented recipe, we 
build MM1, a family of multimodal models, including both dense variants up to 30B and mixture-of-experts (MoE) 
variants up to 64B, that are SOTA in pre-training metrics and achieve competitive performance after supervised fine-
tuning on a range of established multimodal benchmarks. Thanks to large-scale pre-training, MM1 enjoys appealing 
properties such as enhanced in-context learning, and multi-image reasoning, enabling few-shot chain-of-thought 
prompting.

Text Rich

!

Referring & Grounding

The ingredients <111,24,315,229> <308,235,460,314> <383,372,571,485> can be used to make a delicious cake. The 
first ingredient is cake flour, the second one is eggs, and the third one is butter. These are all essential components for 
baking a cake.

!

"
What can I make with these ingredients <111,24,315,229> <308,235,460,314> <383,372,571,485>?

To make a cake, you would need flour, sugar, eggs, butter, and baking soda from the image.
!

"
If we want to make a cake, choose the best ingredients in the image. 

"
Can you show me their coordinates?

Sure! The flour <112,26,316,239>, sugar <306,19,484,251>, eggs <312,239,392,312> 
<386,243,461,316>, butter <383,371,571,481>, and baking soda <457,155,567,308> are the 
ingredients you would need for a cake.

!

"
Should I add this stuff <101,306> to my cake too?

Yes, you should definitely add the canned cherries <54,211,165,388> to your cake. They will add a sweet and tangy flavor 
to the cake, enhancing its taste.

!

Step 1: Identify the main subject of each image. 

• Image 1: The main subject is a crowd of people at a concert. 

• Image 2: The main subject is the Sagrada Familia, a large Gothic-style church 
in Barcelona. 

• Image 3: The main subject is a cup of coffee with a heart-shaped foam design. 
Step 2: Determine the tone and theme of each image. 

• Image 1: The tone is energetic and lively, with a focus on the vibrant 
atmosphere of a concert. 

• Image 2: The tone is historical and architectural, showcasing the grandeur of 
the Sagrada Familia. 

• Image 3: The tone is cozy and inviting, with a focus on the comforting act of 
enjoying a cup of coffee. 

Step 3: Craft a Twitter post that incorporates the main subject and tone of 
each image. 
"Experience the energy of a live concert at [Concert Venue] or take a moment to 
appreciate the architectural beauty of [Sagrada Familia] with [Tourist 
Attraction]. Enjoy a warm cup of coffee with a heart-shaped foam design from 
[Coffee Shop]."

!

"
Help me generate a Twitter post providing these images.

To find the skier's speed at the bottom, we can use the conservation of 
energy principle. At the start, the skier has potential energy, and at the 
end, the skier has kinetic energy. Since the energy is conserved, we can 
set up the following equation: 
Start:  End:  
where E is the energy, m is the mass of the skier, g is the acceleration 
due to gravity (9.81 ), h is the height, and v is the final velocity. 
We are given the initial height (40 m) and the final height (0 m) since 
the skier reaches the ground. We can plug these values into the 
equation and solve for the final velocity (v): 

 
Divide both sides by m: 

 
Now, plug in the given values for g and h: 

 

 
Multiply both sides by 2: 

 
Now, take the square root of both sides to find the final velocity (v): 

 
 

So, the skier's speed at the bottom is approximately 28 m/s.

E = mgh E = (1/2)mv2

m /s2

(1/2)mv2 = mgh

(1/2)v2 = gh

(1/2)v2 = (9.81m /s2)(40m)
(1/2)v2 = 392.4J

v2 = 784.8J

v = 784.8J
v ≈ 28m /s

"
Try to reason about the question step by step.

Multi-Image Math/Reasoning

Refer & Ground

!

"
Read out the abstract of this paper.

In this work, we discuss building performant Multimodal Large Language Models (MLLMs). In particular, we study 
the importance of various architecture components and data choices. Through careful and comprehensive ablations of 
the image encoder, the vision language connector, and various pre-training data choices, we identify several crucial 
design lessons. For example, we demonstrate that for large-scale multimodal pre-training using a careful mix of 
image-captioning, the interleaved image-text and text-only data is crucial for achieving state-of-the-art (SOTA) few-
shot results across multiple benchmarks, compared to other published multimodal pre-training results. Further, we 
show that the image encoder together with image resolution and the image token count has substantial impact, while 
the vision-language connector design is of comparable negligible importance. By scaling up the presented recipe, we 
build MM1, a family of multimodal models, including both dense variants up to 30B and mixture-of-experts (MoE) 
variants up to 64B, that are SOTA in pre-training metrics and achieve competitive performance after supervised fine-
tuning on a range of established multimodal benchmarks. Thanks to large-scale pre-training, MM1 enjoys appealing 
properties such as enhanced in-context learning, and multi-image reasoning, enabling few-shot chain-of-thought 
prompting.

Text Rich

!

UI understanding

Video understanding



Core Vision Capabilities (Examples from MM1.5)
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Qwen2.5-VL vs. Seed1.5-VL

[1] Qwen2.5-VL Technical Report, 2025 
[2] Seed1.5-VL Technical Report, 2025 31

• Modern multimodal LLMs look increasingly similar

• It’s all about data, no matter it’s text-rich, UI, or video understanding  



Example 1: Text-rich Image Understanding (InternVL-2.5)

32

• Native resolution support as in Qwen2.5-VL using NaViT like methods

• High-resolution support via dynamic image splitting as in InternVL-2.5 and 
many others



Example 2: UI Understanding (Ferret UI 2)
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• GUI grounding and navigation becomes an increasingly hot topic 

• Many good works out there, e.g., U-Ground, Show-UI, UI-TARS and all recent 
R1-like methods  



Apple Confidential. Internal use only.

“What can I see?” — Long Video Understanding

“Where did I leave my phone?” — Long Video Memory 

Video shot by Vision Pro

Example 3: How About Egocentric Intelligence?

34

Interaction



MM-Ego: Data
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Human Annotated Narrations 
from existing dataset (Ego4D)

Video Clip 1: “I sit down on the sofa.”
Video Clip 2: “I put the wallet and phone on the table.”

Text-only LLM
Prompt: “Design a question about 
visual details based on the 
narrations.”

Question: “Given this video, where did I leave my phone?”
Answer: “I left my phone on the table.”

Video: [Video Clip 1, Video Clip 2, Video Clip 3]
Memory QA

Long Video Memory Dataset
  Conversation counts

Train split: 942 K
Test split: 32 K

Question counts
Train split: 7 M
Test split: 235 K

  Long Video Understanding Dataset
Conversation/Question counts
Train split: 999k



MM-Ego: Model Architecture 
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• Memory Pointer Prompting

Global Glimpse - the correlation scores between the memory pointer and all compressed visual embeddings 
Fallback - high-resolution visual embeddings corresponding to the selected indices  



MM-Ego: Apple Office at Seattle
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MM-Ego: Another View from Seattle 
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Slow Fast Thinking for Video Understanding
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• Slow pathway deals with high-resolution features

Fast pathway includes low-resolution but high-frame-rate features (e.g., 128 x 4 x 4)

Slow pathway includes high-resolution but low-frame-rate features (e.g., 16 x 12 x 12)

Slow 

Video

Visual Encoder

PProjection

Fast 

Fv ∈ ℝN×H×W

Fv ∈ ℝ N×H×W

Fslow
v

Ffast
v

V

FPS / U
niform

 Sam
pler

I

…
…



Slow Fast Thinking for Video Understanding
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• Fast pathway deals with high-frame-rate features

Slow pathway includes high-resolution but low-frame-rate features (e.g., 16 x 12 x 12)

Slow 

Fast pathway includes low-resolution but high-frame-rate features (e.g., 128 x 4 x 4)

Video

Visual Encoder

Projection

Fast 

Fv ∈ ℝN×H×W

Fv ∈ ℝ N×H×W

Fslow
v

Ffast
v

V

FPS / U
niform

 Sam
pler

I

…
…



Slow Fast Thinking for Video Understanding
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• SlowFast-LLaVA-1.5 achieves strong performance across all image and video 
benchmarks when trained on the joint SFT mixture

Slow 

Video

Visual Encoder

Projection

Fast 

Fv ∈ ℝN×H×W

Fv ∈ ℝ N×H×W

Fslow
v

Ffast
v

V

FPS / U
niform

 Sam
pler

I

…
…

Faggr
v

…
…

Text

Decoder Only

LLM



Video Results: 3B Models
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Image Results: 3B Models
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Blip3 MM1.5 Phi-3.5-V SlowFast-LLaVA



Acting: Multimodal Agent
Slides in this section are from Andrew Szot 



UI Control
Robotic 

Manipulation
Navigation Games

“Find an apple and put it away in 
the fridge”

“Navigate to the refrigerator” “Move right to beat the level” “Book a flight to JFK”

Generalist Agent



Generalist Agent

How to train a 
generalist agent?

UI ControlRobotic 
Manipulation

Navigation Games

“Find an apple and put it 
away in the fridge”

“Navigate to the refrigerator” “Move right to beat the 
level”

“Book a flight to 
JFK”

Multimodal LLM

Interactive Data

Adapt



Reinforcement 
Learning

Generalist Agent

UI ControlRobotic 
Manipulation

Navigation Games

“Find an apple and put it 
away in the fridge”

“Navigate to the refrigerator” “Move right to beat the 
level”

“Book a flight to 
JFK”

Adapt via RL in 
environment

Rewards Actions



Base MLLM GEA

Supervised Fine Tuning (SFT) on diverse 
embodied experiences (millions of trajectories)

RL in many simulated agentic tasks

Generalist Embodied Agent (GEA) 



Base MLLM GEA

RL in fast simulators

SFT on diverse embodied experiences 
(millions of trajectories)

Do many different 
tasks
and

Generalizes to new 
settings

Generalist Embodied Agent (GEA) 



LLM

Start with a pretrained MLLM

GEA Architecture 



LLM
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Language Embed
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“Move all the fruit to the fridge”Task Instruction:

Tokenize and input task instruction to MLLM

GEA Architecture 



LLM

<latexit sha1_base64="WZJZsRFk0UedokJv7dDcH4ClgT4=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkqMeiF48V7Qe0oWy2k3bpZhN2N0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3n1BpHstHM0nQj+hQ8pAzaqz0IPpev1xxq+4cZJV4OalAjka//NUbxCyNUBomqNZdz02Mn1FlOBM4LfVSjQllYzrErqWSRqj9bH7qlJxZZUDCWNmShszV3xMZjbSeRIHtjKgZ6WVvJv7ndVMTXvsZl0lqULLFojAVxMRk9jcZcIXMiIkllClubyVsRBVlxqZTsiF4yy+vktZF1bus1u5rlfpNHkcRTuAUzsGDK6jDHTSgCQyG8Ayv8OYI58V5dz4WrQUnnzmGP3A+fwD8R42d</latexit>

l1
<latexit sha1_base64="mNa7cSZx5hvYoxzcqJy4ixKKNEY=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkqMeiF48V7Qe0oWy2k3bpZhN2N0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3n1BpHstHM0nQj+hQ8pAzaqz0IPrjfrniVt05yCrxclKBHI1++as3iFkaoTRMUK27npsYP6PKcCZwWuqlGhPKxnSIXUsljVD72fzUKTmzyoCEsbIlDZmrvycyGmk9iQLbGVEz0sveTPzP66YmvPYzLpPUoGSLRWEqiInJ7G8y4AqZERNLKFPc3krYiCrKjE2nZEPwll9eJa2LqndZrd3XKvWbPI4inMApnIMHV1CHO2hAExgM4Rle4c0Rzovz7nwsWgtOPnMMf+B8/gBUPo3X</latexit>

lk

Language Embed
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<latexit sha1_base64="AcxBnUXsPWiRpmc1gdX+sYJ9wY8=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE1GPRi8cKpi20oWy2m3bpZhN2J0IJ/Q1ePCji1R/kzX/jts1BWx8MPN6bYWZemEph0HW/ndLa+sbmVnm7srO7t39QPTxqmSTTjPsskYnuhNRwKRT3UaDknVRzGoeSt8Px3cxvP3FtRKIecZLyIKZDJSLBKFrJT/o5TvvVmlt35yCrxCtIDQo0+9Wv3iBhWcwVMkmN6XpuikFONQom+bTSywxPKRvTIe9aqmjMTZDPj52SM6sMSJRoWwrJXP09kdPYmEkc2s6Y4sgsezPxP6+bYXQT5EKlGXLFFouiTBJMyOxzMhCaM5QTSyjTwt5K2IhqytDmU7EheMsvr5LWRd27ql8+XNYat0UcZTiBUzgHD66hAffQBB8YCHiGV3hzlPPivDsfi9aSU8wcwx84nz8rSo7v</latexit>ot Visual Bridge

Visual Observations

Encode visual observations

GEA Architecture 



LLM

<latexit sha1_base64="WZJZsRFk0UedokJv7dDcH4ClgT4=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkqMeiF48V7Qe0oWy2k3bpZhN2N0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3n1BpHstHM0nQj+hQ8pAzaqz0IPpev1xxq+4cZJV4OalAjka//NUbxCyNUBomqNZdz02Mn1FlOBM4LfVSjQllYzrErqWSRqj9bH7qlJxZZUDCWNmShszV3xMZjbSeRIHtjKgZ6WVvJv7ndVMTXvsZl0lqULLFojAVxMRk9jcZcIXMiIkllClubyVsRBVlxqZTsiF4yy+vktZF1bus1u5rlfpNHkcRTuAUzsGDK6jDHTSgCQyG8Ayv8OYI58V5dz4WrQUnnzmGP3A+fwD8R42d</latexit>

l1
<latexit sha1_base64="mNa7cSZx5hvYoxzcqJy4ixKKNEY=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkqMeiF48V7Qe0oWy2k3bpZhN2N0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3n1BpHstHM0nQj+hQ8pAzaqz0IPrjfrniVt05yCrxclKBHI1++as3iFkaoTRMUK27npsYP6PKcCZwWuqlGhPKxnSIXUsljVD72fzUKTmzyoCEsbIlDZmrvycyGmk9iQLbGVEz0sveTPzP66YmvPYzLpPUoGSLRWEqiInJ7G8y4AqZERNLKFPc3krYiCrKjE2nZEPwll9eJa2LqndZrd3XKvWbPI4inMApnIMHV1CHO2hAExgM4Rle4c0Rzovz7nwsWgtOPnMMf+B8/gBUPo3X</latexit>

lk

Language Embed

Task Goal + Prompt
Visual Encoder

<latexit sha1_base64="AcxBnUXsPWiRpmc1gdX+sYJ9wY8=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE1GPRi8cKpi20oWy2m3bpZhN2J0IJ/Q1ePCji1R/kzX/jts1BWx8MPN6bYWZemEph0HW/ndLa+sbmVnm7srO7t39QPTxqmSTTjPsskYnuhNRwKRT3UaDknVRzGoeSt8Px3cxvP3FtRKIecZLyIKZDJSLBKFrJT/o5TvvVmlt35yCrxCtIDQo0+9Wv3iBhWcwVMkmN6XpuikFONQom+bTSywxPKRvTIe9aqmjMTZDPj52SM6sMSJRoWwrJXP09kdPYmEkc2s6Y4sgsezPxP6+bYXQT5EKlGXLFFouiTBJMyOxzMhCaM5QTSyjTwt5K2IhqytDmU7EheMsvr5LWRd27ql8+XNYat0UcZTiBUzgHD66hAffQBB8YCHiGV3hzlPPivDsfi9aSU8wcwx84nz8rSo7v</latexit>ot Visual Bridge

Visual Observations

Visual Encoder

Visual Bridge

History of visual observations

<latexit sha1_base64="M09PtpaPgWUSTGfkRRF8gqo274U=">AAAB7HicbVDLSgNBEOyNrxhfUY9eBoPgKeyKqMegF48R3CSQLGF2MpsMmccyMyuEJd/gxYMiXv0gb/6Nk2QPmljQUFR1090Vp5wZ6/vfXmltfWNzq7xd2dnd2z+oHh61jMo0oSFRXOlOjA3lTNLQMstpJ9UUi5jTdjy+m/ntJ6oNU/LRTlIaCTyULGEEWyeFqp8H03615tf9OdAqCQpSgwLNfvWrN1AkE1RawrEx3cBPbZRjbRnhdFrpZYammIzxkHYdlVhQE+XzY6fozCkDlCjtSlo0V39P5FgYMxGx6xTYjsyyNxP/87qZTW6inMk0s1SSxaIk48gqNPscDZimxPKJI5ho5m5FZIQ1JtblU3EhBMsvr5LWRT24ql8+XNYat0UcZTiBUziHAK6hAffQhBAIMHiGV3jzpPfivXsfi9aSV8wcwx94nz/FbI6s</latexit>o1

Encode visual observations and history of observations for memory

GEA Architecture 



LLM

<latexit sha1_base64="WZJZsRFk0UedokJv7dDcH4ClgT4=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkqMeiF48V7Qe0oWy2k3bpZhN2N0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3n1BpHstHM0nQj+hQ8pAzaqz0IPpev1xxq+4cZJV4OalAjka//NUbxCyNUBomqNZdz02Mn1FlOBM4LfVSjQllYzrErqWSRqj9bH7qlJxZZUDCWNmShszV3xMZjbSeRIHtjKgZ6WVvJv7ndVMTXvsZl0lqULLFojAVxMRk9jcZcIXMiIkllClubyVsRBVlxqZTsiF4yy+vktZF1bus1u5rlfpNHkcRTuAUzsGDK6jDHTSgCQyG8Ayv8OYI58V5dz4WrQUnnzmGP3A+fwD8R42d</latexit>

l1
<latexit sha1_base64="mNa7cSZx5hvYoxzcqJy4ixKKNEY=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkqMeiF48V7Qe0oWy2k3bpZhN2N0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3n1BpHstHM0nQj+hQ8pAzaqz0IPrjfrniVt05yCrxclKBHI1++as3iFkaoTRMUK27npsYP6PKcCZwWuqlGhPKxnSIXUsljVD72fzUKTmzyoCEsbIlDZmrvycyGmk9iQLbGVEz0sveTPzP66YmvPYzLpPUoGSLRWEqiInJ7G8y4AqZERNLKFPc3krYiCrKjE2nZEPwll9eJa2LqndZrd3XKvWbPI4inMApnIMHV1CHO2hAExgM4Rle4c0Rzovz7nwsWgtOPnMMf+B8/gBUPo3X</latexit>

lk

Language Embed

Task Goal + Prompt
Visual Encoder

<latexit sha1_base64="AcxBnUXsPWiRpmc1gdX+sYJ9wY8=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE1GPRi8cKpi20oWy2m3bpZhN2J0IJ/Q1ePCji1R/kzX/jts1BWx8MPN6bYWZemEph0HW/ndLa+sbmVnm7srO7t39QPTxqmSTTjPsskYnuhNRwKRT3UaDknVRzGoeSt8Px3cxvP3FtRKIecZLyIKZDJSLBKFrJT/o5TvvVmlt35yCrxCtIDQo0+9Wv3iBhWcwVMkmN6XpuikFONQom+bTSywxPKRvTIe9aqmjMTZDPj52SM6sMSJRoWwrJXP09kdPYmEkc2s6Y4sgsezPxP6+bYXQT5EKlGXLFFouiTBJMyOxzMhCaM5QTSyjTwt5K2IhqytDmU7EheMsvr5LWRd27ql8+XNYat0UcZTiBUzgHD66hAffQBB8YCHiGV3hzlPPivDsfi9aSU8wcwx84nz8rSo7v</latexit>ot Visual Bridge

Visual Observations

<latexit sha1_base64="vzvWkiOqRFT/BlYp2asnCIkZUVw=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0nEr2PRi8cKpi20sWy223bpZhN2J0IJ/Q1ePCji1R/kzX/jts1BWx8MPN6bYWZemEhh0HW/ncLK6tr6RnGztLW9s7tX3j9omDjVjPsslrFuhdRwKRT3UaDkrURzGoWSN8PR7dRvPnFtRKwecJzwIKIDJfqCUbSSn3bx0euWK27VnYEsEy8nFchR75a/Or2YpRFXyCQ1pu25CQYZ1SiY5JNSJzU8oWxEB7xtqaIRN0E2O3ZCTqzSI/1Y21JIZurviYxGxoyj0HZGFIdm0ZuK/3ntFPvXQSZUkiJXbL6on0qCMZl+TnpCc4ZybAllWthbCRtSTRnafEo2BG/x5WXSOKt6l9WL+/NK7SaPowhHcAyn4MEV1OAO6uADAwHP8ApvjnJenHfnY95acPKZQ/gD5/MHlXWOjQ==</latexit>

u1
t

<latexit sha1_base64="Pylle28vtwfDq+2h9meD0UZpbJQ=">AAAB6nicbVDLSgNBEOyNrxhfUY9eBoPgKeyKr2PQi8eI5gHJEmYns8mQ2dllplcISz7BiwdFvPpF3vwbJ8keNLGgoajqprsrSKQw6LrfTmFldW19o7hZ2tre2d0r7x80TZxqxhsslrFuB9RwKRRvoEDJ24nmNAokbwWj26nfeuLaiFg94jjhfkQHSoSCUbTSA+1hr1xxq+4MZJl4OalAjnqv/NXtxyyNuEImqTEdz03Qz6hGwSSflLqp4QllIzrgHUsVjbjxs9mpE3JilT4JY21LIZmpvycyGhkzjgLbGVEcmkVvKv7ndVIMr/1MqCRFrth8UZhKgjGZ/k36QnOGcmwJZVrYWwkbUk0Z2nRKNgRv8eVl0jyrepfVi/vzSu0mj6MIR3AMp+DBFdTgDurQAAYDeIZXeHOk8+K8Ox/z1oKTzxzCHzifP1FyjdY=</latexit>at

Action for 
Environment

Language Embed

k1
t k2

t kM
t

k1
t kM−1

t

Autoregressive prediction

Action 
Tokens

Actions are just tokens output by the LLM

GEA Architecture 
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But LLMs are trained to output text, yet agents require actions?

Continuous Low-
Level Motor Control

Navigation Control 
Actions

UI Interaction 
Actions

[0.72, 0.24, 0.43, -0.21, …] Turn left

Turn right

Go straight


Open Safari

Tap 231 492

Search “food near me”

…




[0.72, 0.24, -0.21, …]

Action is a continuous vector

Example: end effector control 
[dx, dy, dz]

Action is a selection from a 
set of discrete choices

“Pick apple”

Semantic Tokenization

Describe action with language and 
tokenize with LLM vocabulary

 “pick apple”

[278,276]

Learned Tokenization

dx

dy

dz 

28 73 Trained with action 
reconstruction 

dx’

dy’

dz’ 

Residual VQ-VAE for discrete action tokenization

GEA Action Tokenization  



Visual Encoder

LLM

k1
t k2

t kM
t

Action Tokens

Multi-Embodiment Action 
De-Tokenizer

Action for 
Environment

k1
t kM−1

t

Joint velocity Delta joint position End-effector

Jump, left, … Forward, left, …Tap 23 47

Discrete 
Control

Continuous 
Control Unified Token 

Output Space

Visual Bridge
Agent: Fetch mobile robot. Actions: delta 
joint control… Instruction: pick an apple

(Prompt) (Instruction) Observation History

Static Manipulation Mobile Manipulation Static Manipulation

UI Control NavigationVideo Games
dx dy dz 

[28, 73]

 “move left”

[278, 276]

LLM TokenizerResidual VQ-VAE Encoder

Truncate for 
environmentat

ot

GEA Component

(LLaVA-OneVision)



Pretrained 
MLLM GEA-Base

SFT on interactive data

GEA

SFT on interactive data

Online RL in simulation

Stage 1 Stage 2

Training GEA



Static Manipulation

Mobile Manipulation PlanningReal Robots

Games

UI Control

Navigation

VL Data

What animal is in the window? 

Collect expert demonstrations in diverse domains for training 


From diverse sources, like scripted policies, humans, or RL policies

GEA Stage 1: SFT 



2.2M trajectories, 90 embodiments

Pretrained 
MLLM GEA-Base

SFT on interactive data

Collect expert demonstrations in diverse domains for training 


From diverse sources, like scripted policies, humans, or RL policies

GEA Stage 1: SFT 



GEA-Base

RL

Many simulated 
environments

Continue training GEA-Base with RL in interactive tasks

GEA Stage 2: RL + SFT 



GEA-Base GEA

SFT on interactive data

Online RL in simulation
Train with PPO (200M environment steps)



• Success SFT: Collect data from policy, train on only successes


• Offline RL: Collect data from policy, train on both success and failure


• Online RL: Interact with the current policy in the environment

Importance of RL 



On top of base MLLM (not GEA)
Online RL outperforms SFT and offline RL

Analysis on a single task (Habitat Pick)

Importance of RL: A Glimpse of Results 



Online RL crucial for GEA
Repeat starting from GEA-Base

Importance of RL: A Glimpse of Results



GEA initialization accelerates RL
Two stage training is important

Importance of RL: A Glimpse of Results



Summary

67

• Image Encoder: Simple method that scales well

• Using MLLM eval suite as standard protocol for image encoder development 

• Multimodal LLM: It’s all about data 

• Generalist Agent: RL is the key 

• Future directions

• Unified tokenizer for image understanding and generation 

• Reasoning

• GUI Agents



Apple Foundation Models
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https://machinelearning.apple.com/research/apple-foundation-models-2025-updates
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