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How VLMs were Trained A Decade Ago?

Show and Tell: A Neural Image Caption Generator
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Figure 1. NIC, our model, is based end-to-end on a neural net-
work consisting of a vision CNN followed by a language gener-
ating RNN. It generates complete sentences in natural language
from an input image, as shown on the example above.



How VLMs are Trained Now?

Show and Tell: A Neural Image Caption Generator
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Qwen2.5-VL Technical Report
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Figure 1. NIC, our model, is based end-to-end on a neural net-
work consisting of a vision CNN followed by a language gener-
ating RNN. It generates complete sentences in natural language
from an input image, as shown on the example above.

and videos here.
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From Show and Tell to Modern Multimodal LLMs

Show and Tell (2015) Qwen2.5-VL (2025)
T Size of 4 (Research Qwen team (Engineering
eam .
Oriented) Heavy)
Image encoder GooglLeNet (~7M) ViT with native any-res
Language decoder |LSTM (~13M) LLM
Parameter size ~20M 72B (~4000 times larger)

GooglLeNet frozen, LSTM

Model training from scratch

Pre-training + Post-training

Training data ImageNet + COCO Large volume of data

Knowledge-intensive, text-
rich, refer & ground, Ul, video,
reasoning

Short image captions +

Capabilities simple VQA etc.




Advancing MLLMs: Taking Apple Multimodal Research as Example

Understanding Acting
list E |
Erom GLIP to CLOC MM1, MM1.5 Generap:st tmbodled
MM-Ego, MM-Spatial gents
From AIM to AIMv2 Ferret, Ferret 2

Ferret-Ul, Ferret-Ul 2

SlowFast-LLaVA
SlowFast-LLaVA-1.5 And more to come...




Seeing: From CLIP to CLOC



Can We Do Better than CLIP?

+ CLIP has simple design thus appealing scaling properties
- Can we have better image encoder backbones for multimodal LLMs?

» A drop-in replacement for CLIP but with improved localization capability

(1) Contrastive pre-training

[Language Supervised
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60 DFN-CLIP ViT-H/14@378

Pepper the Text EVA-CLIP-02 ViT-L/14@336
aussie pup —>

Encoder SigLIP ViT-L/16@384
= ‘ i l ,l, i @ 5izl 1P S0100M/ 140384
‘ i OpenCLIP ConvNeXt-L@512
/ T, | T2 [ T3 TN > OpenCLIP ConvNeXt-L@
9 pen onvNeXt-L@1024
OpenCLIP ConvNeXt-XXL@1024
Self-Supervised
DINOv2 ViT-L/14@336
-$- DINOV2 ViT-1 /14@518
MoCo v3 Vil-B/16@224
LTy | T, | Ty .. | IyTy MoCo v3 ViT-L/16@224
MAF ViT-1/16@224
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CLOC: Contrastive Localized Language-ilmage Pre-training

1. Pseudo-Labeling 2. Encoder Pre-Training 3a. Region-Text Tasks 3b. MLLM Fine-Tuning

+ 2 St
S ocean view”
Visually-Enriched and *
Spatially-Localized Captioner

“coffee mug”

v

Text Text “What items are
* Encoder Encoder on the table
_ [region] ?” Prompter <«—
’a stunning [
“a large TV”. ew £ Prompter <+— Prompter «—

\ ‘) “bicycle”: 0.0 ) LLM Decoder

“magazine”: 0.01

Localized language-image “table”: 0.05 “[region] are four glass goblets

a glass table with a vase on top” contrastive loss and a bottle of wine.”

“coffee mug”: 0.94



Data: Visually Enriched and Spatially Localized Captioning

. “GIETHOORN, NETHERLANDS -
AltText: yy1y 17,2016” y

N-grams or name entity recognition

,

| »GIETHOORN, NETERLANDS” |
{ ”GIETHOORN” i Or
| ”NETERLANDS” |

Previous methods



Data: Visually Enriched and Spatially Localized Captioning

- 2B Iimages with 20B image regions for model training

Table 1: Region-text dataset statistics. We summarize the text token length for both images and regions.
Partial statistics of the proprietary datasets revealed by their papers. *The 20M subset of GRIT is released at:

https://huggingface.co/datasets/zzliang/GRIT; we removed the invalid images.

“Monarcl

regions per image caption region text

Caption:

h on \‘

N-grams:

ijonarc

e A
Open-vocab
detector

Dataset # of images image length length
Flickr Entities (Plummer et al., 2015) 32K 8.7 — —
RefCOCO (Yu et al., 2016) 20K 2.5 — 3.6
RefCOCO+ (Yu et al., 2016) 20K 2.5 — 3.5
RefCOCOg (Mao et al., 2016) 27K 2.1 — 8.4
Visual Genome (Krishna et al., 2017) 108K 38.0 — —
GRIT (proprietary) (Peng et al., 2023) 91M 1.5 - 4.7
GRIT (released, clean) (Peng et al., 2023)" 17M 1.8 17.2 4.6
Florence-2 (proprietary) (Xiao et al., 2024) 126M 54 70.5 2.6
OWLV2 (proprietary) (Minderer et al., 2024) 2B — — —
WiT labeled w/ Minderer et al. (2024) 300M 5.1 17.1 3.9
VESL WiT (Ours) 300M 11.6 44.9 2.1
VESL WiT+DFN (Ours) 2B 11.5 35.9 2.1

| (OWL-VIT L/14) |

VI
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Promptable Embeddings: How to Obtain Region Embeddings

“A living room in a luxury apartment, featuring a
stunning ocean view, a large TV, ... ”

’a stunning
ocean view”

- TS gt
.....
B L .

“a large TV

e

. %!
R 2
Vs &

—

P

i “a glass table

3N with a vase on
SN

a strong image embedding that can be easily
transformed into region representations aligned with
fine-grained text, given visual prompts

“What items are | |Image

on the table?” Encoder

LLM Decoder

“There are four glass goblets
and a bottle of wine.”
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Promotable Embeddings: SAM vs CLOC

+ SAM: a prompt —> a mask

» CLOC: a prompt —> a region embedding

image
encoder

(T

mask decoder

N
/ conv\ prompt encoder
image T T T T
embedding Mask  pomts  box text

SAM [Kirillov et al. 2023]

== | score

&= | score

B . | score

vlid masks

12



Extracting Region Features with a Prompter

 How about Rol-Align?

 Image -> Vil -> spatial feature map ->
Rol-Align(box) -> region features

e ViT vs. CNN
 |nductive bias for downstream MLLM

* Noisy bounding boxes

RolAlign

Y

NN NN N

conv>

13



A Simple and Scalable Design for the Prompter

RegionFeature(x, box) =

Prompter (ImageEncoder(x), box)

| ‘M
X_min, 1 E
y_min, _ Positional M : ight-Wei :
X_max, - = >l ?E dg -
Encodings ‘W ncodaer
y_max ‘W

Pooling &
projection

Single-layer single-head
transformer encoder

“a stunning
ocean view”

“a large
V>

14



CLOC: A Localized CLIP Training Loss

- Text
”a stunning ocean view” B l\l

“a large ”a stunning
TV” ocean view”

Prompter

t(1,1) (1,2) 4(2,1) t(2,2)

X_min,
y-min, _ Pgsijtional g

=M% Encodings ™
y_max

—

Light-Weight
Encoder

‘IIII IIIIII..
o Py
- HHEREN -
v v
*

AEEEEER IIIIIIII‘

Image
Encoder

RegionFeature(x, box) = Prompter (ImageEncoder(x), box) Lc1oc
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Referring and Grounding in Ferret

- Mimic the concept of referring and grounding for model training
- Referring: visual prompt —> text output
- Grounding: text input —> grounded bbox output

—p Output Grounding

Input Referring

Cool, what is the animal [regionT7]?
Are they the same one?

O

No, the animal [boxT7] is a ferret,
which is a different one from the
one [box0]. They are not the same

ferret.

16



Overall CLOC training

Referring: bbox —> region caption (i.e., the CLOC loss)

Grounding: region caption —> bbox (i.e., an additional box regression loss)

CLIP on image-text pairs CLOC on region-text pairs
“a bedroom with a stunning || | Text ., , . || B e gL, N ight-V elght 5
ocean view and a large TV ... Encoder 4 SLUNIRNgG ocean View Encoder _)= Encoder LCLOC
1k
‘, . ‘m
X_min, m
y-min, _ Positional g _:™:
—>n!
x-max, T Encodings ¥ i
1k

y_max

D o

Box regression

D: Pooling & Projection

17



How to Use it for Multimodal LLM?

1. Pseudo-Labeling

Spatially-Localized Captioner

v

’a stunning

B ocean view”
“a large TV” ;

“a glass table with a vase on top”

2. Encoder Pre-Training

“a stunning
ocean view”

v

Text
Encoder

f ¢
Prompter <—

\ )

Localized language-image
contrastive loss

3a. Region-Text Tasks

v

Text
Encoder

“coffee mug” H

Prompter <«—

“bicycle”: 0.0 ),

“magazine”: 0.01

“table”: 0.05

“coffee mug”: 0.94

3b. MLLM Fine-Tuning

“What items are
on the table
[region] ?”

Prompter <«—

LLM Decoder

“[region] are four glass goblets
and a bottle of wine.”



Translates into Improved Referring and Grounding in MLLM

Region # of images w/ | Referring  Referring Grounding in Avg.

Method Vit Alignment  region labels | Description Reasoning Conversation | (A to CLIP) Hybrid Region Representation
CLIP B/16  None None 475 50.3 453 47.7 SE U NI C""jf’”at“] A
CLOC B/16 Rol-Align 300M 48.0 48.4 40.0 45.5 -
CLOC B/16 Prompter 300M 50.2 55.5 41.5 49.1 §
CLOC B/16 Prompter 2B 53.6 53.7 42.2 49.8 (+2.1) =
CLOC* B/16 Prompter 2B 54.8 549 44.7 51.5 (+3.7) ‘ |
OpenAI-CLIP L/14 None None 50.8 55.4 45.7 50.6 (Ske'i{:ﬁ,egiﬂ[,ﬁ‘.fgﬁﬁjons)
CLIP L/14 None None 54.2 54.6 43.3 50.7
CLOC L/14 Prompter 300M 51.0 65.7 44.9 53.9 R > ,
& e e My Fusion
CLOC /14 Prompter 2B 55.9 63.3 46.0 55.1 (+4.4) X ° w/ Neighbor
CLOC ™ L/14 Prompter 2B 56.3 67.4 47.1 56.9 (+6.2) LT | . ¢ Ppooling[+ _
. - — mwpoms SampledPonts  SmpedPe
Model Encoder LVIS RefCOCO  RefCOCO+ RefCOCOg Flickr Avg. = I, 9
box point g)er; val testA testB| val testAtestB| val test |val test|(A to CLIP) i Block 1 Block 2 ,f,'gf;ﬁ?if‘n
Region

Features

FERRET CLIPB/16 [72.556.9 57.2 80.7 84.2 77.1|71.9 76.1 63.7[75.9 76.2 {76.278.3| 72.8 amek”  Spatial-Aware Visual Sampler
FERRET CLOC B/16 (74.3 56.7 60.2 (84.2 87.0 80.0(74.7 80.0 67.0/78.8 79.5 |80.081.5|75.7 (+2.9)
FERRET * CLOC B/16 [78.9 58.2 61.4 (84.4 86.8 78.9(74.0 78.7 65.5|78.0 78.7 |80.181.4|75.8 (+3.0)

Shikra  OpenAI-CLIPL/14|57.8 67.7 n/a [87.0 90.6 80.2|81.6 87.4 72.1(82.3 82.2 |75.876.5 -
FERRET OpenAI-CLIPL/14[79.4 67.9 69.8 [87.5 91.4 82.5(80.8 87.4 73.1/83.9 84.8 [80.4822  80.8
FERRET CLIPL/14 [78.7 66.9 70.2 |88.0 90.4 83.5(80.1 85.8 73.3/82.8 83.4 [79.080.1|  80.2 . .
FERRET CLOC L/14 [81.6 67.9 69.9 [89.0 91.0 84.7|81.4 86.8 74.7|84.0 85.2 [82.383.3| 81.7 (+1.5) replace Ferret visual sampler
FERRET * CLOCL/14 [79.8 67.9 69.1 [88.2 91.1 84.5(80.6 86.7 73.9(84.8 85.1 |82.483.5/81.4 (+1.2) with a simple prompter




Seeing: From AIM to AIMv2



Autoregressive Image Models (AIM)

 Pre-train an image encoder only using autoregressive image pixel losses

LN Rl
[ MLP ]

-

(prefix) Causal
Transformer

F!Hhﬁﬂi,d

Top-1 accuracy
(15 benchmarks)

Top-1 accuracy
(15 benchmarks)

AIM-7B
78 |-
AIM-3B
77
- AIM-1B
76 | A1M-0.6B
| | | |
0.3119 0.3084 0.3039 0.2989
Pre-training validation loss (IN-k)
74.5 -
74 |
73.5 |
73 - AIM-0.6B
| | | |
1M 100M 2B

Number of unique images seen (log scale)

21



Autoregressive Image Models (AIM)

» Contrastive/Joint embedding (e.g., DINOv2) methods are still more parameter
efficient!

g9 | DINOVZ.
@ -
S 2 80| AIM-7B
= i
3 £
< 2 B
- 8 T8}
S < : AIM-1B
= i
76 |AIM-0.6B
B | | | |
0.6B 1B 3B B

parameters

22



Multimodal Autoregressive Pre-training

AIMVv2 is a paradigm shift from the predominant CLIP pre-training

» Purely autoregressive objective, easy to

scale and parallelize (e.g., no intra-batch
sync required)

i_ Bl S e |
r
-

s

- Dense supervision with a loss term per
token rather than a single global loss

Prefix Vision
Encoder

» Better alignment with the multimodal
LLM use cases.

23



Scaling Properties of AlMv2

» Scaling in terms of model size and data size

Top-1 accuracy

(IN-1k)

Q0
Qo

0.
~J

AIMV2-3B

.
00
|

AIMV2-1B

AIMV2-H

parameters
—@— 3e8
—@— 6e8
— O 1€9

Validation Cross-Entropy
N )
o ~
| |

AIMV2-L

DINOvV2
®

0.3B 0.6B 1B 3B Samp]es Seen
par ameters

AIMv2 is another example of simple methods that scale well!

1E9 2E9 3E9 4E 9 S5E9 6E9
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Scaling Properties of AlMv2

IN-1k Accuracy (%)
00 Q0 00
3 o0 ©

Qo
o

Scaling in terms of
Imaae resolution

|

|

l

—@— 224px
—@— 336px
00— 448px

| l

r‘_

H
Model Size

1B 3B

IN-1k Accuracy (%)

AIMv2 vs Captioning

87 -
86 -
89
y —o— AIMV2
iy - = - Cap
84 l |
S500M 1B 2B 4B

Image-text Pairs

87

86.5

86 -

IN-1k Accuracy (%)

89.5

—@— AIMV2
- @ - Cap

89

H 1B

Model Size

25



Other Good Works Out There

« ) LocCa loss (100%):
AR - captioning
SILC/TIPS loss (20%): | pecoder | - dense captioning
- self-distillation (. ) - ref. expressions
- masked prediction A

A \ cross-attn. Sigmoid loss (100%)

stop gradient  aux. hewAP head T

4 ) a2 ) 4 )
EMA
Image Image Text
Encoder Encoder Encoder
(teacher)

J - 4

) o
\ image / tet(t

Figure 1 | SigLIP 2 adds the captioning-based
pretraining from LocCa [62] as well as self-
distillation and masked prediction from SILC [45]
and TIPS [38] (during the last 20% of training) to
the sigmoid loss from SigLIP [71]. For some vari-
ants, the recipe additionally involves fine-tuning
with data curation [61] or adaptation to native
aspect ratio and variable sequence length [6, 12].

\&

9,
(9]
1

wn
&
1

{1 © pINOV2
© web-ssL

wn
w

(%))
N

Diameter

1B 7B Params |

O cup :
’ T+o.7%

+4.6%

wn
=

wn
o
1

N
(o]

Qo - O
LvD }
(142M samples) |

Avg. VQA Accuracy
|

S
@

MetaCLIP Web Data

SN
~

O | (2B samples)
40 ImageNet ,
(1.28M samples)
<1B Data >1B Data

Figure1 We compare the scaling behavior of visual SSL
and CLIP on 16 VQA tasks from the Cambrian-1 suite
under different data and model size regimes. Prior vi-
sual SSL methods achieved strong performance on classic
vision tasks, but have underperformed as encoders for mul-
timodal instruction-tuned VQA tasks. Our results show
that with appropriate scaling of models and data, visual
SSL can match the performance of language-supervised
models across all evaluated domains—even OCR & Chart.

[1] SigLIP 2: Multilingual Vision-Language Encoders with Improved Semantic Understanding, Localization, and Dense Features, 2025

[2] Scaling Language-Free Visual Representation Learning, 2025
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Other Good Works Out There

(
/ A | hY
E | Classify ! Retrieve
: Large-Scale | Images |1 Images
! Contrastive Pretraining : ) ! :
: Co# [
| I 1 | I
2 ' L '
: § : Classldx 1, Image |
___________ \ o ___ l\--_-___---' )
( P E * jmmmm—————— S \
; Core \ Classify ! Retrieve :
: ! Videos | ! Videos |
1 | 1 |
I 1 | : |
; - #  HE
i | Classldx 1} Video !
\ ) ! )

___________

-

Figure 1 Perception Encoder (PE) is a family of larg

[1] Perception Encoder: The best visual embeddings are not at the output of the network, 2025
[2] OpenVision : A Fully-Open, Cost-Effective Family of Advanced Vision Encoders for Multimodal Learning, 2025

Model Data Training Evaluation Model Num. Training Time
= Short Long
Google's SigLIP  Open Jil Open wl | e —
OpenVision >25 "
P € ¢ El (——
TextVQA ChartQA ” OCR.
70 - 6g.3 69.4 70 68.0 29 L7 53,5
Se o000 49_4
60
60
40
50
50 30
MME SEED
50
160 97.1 73.3 73.3 72.9 4.3
0 91.5 92.7 93.2 70 46 40.5
80 60 30
A A
. SQ - GQ
754 76.9 74,7 64.4 64.5 4 2.9 9 881 876 8 86.8
60
70 80
60 50
70
EESR OpenVision-L/14 £ CLIP-L/14
Eseedl OpenVision-400M A SigLIP-400M

Figure 1: The top table compares our OpenVision series
to OpenAI’s CLIP and Google’s SigLIP. The bottom fig-
ure showcases that OpenVision attain competitive or even
superior multimodal performance than OpenAI’s CLIP and
Google’s SigLIP.
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Understanding: Multimodal LLM



Core Vision Capabilities (Examples from MM1.5)

Ul understanding

Text-rich image understanding

Please provide a brief description of the screenshot.
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fished multfmodal bonchmarks. Thanks o large scalo e training, MM properties such as enhanced in-context learning, and multi-image reasoning, enabling few-shot chain-of-thought
multi-image reasoning, enabling few-shot chain-of-thought prompting. o
prompting.
\_

: Video understanding

(AR ARARRRRRRRRARRRRRRRRRRRERERE S
- - — "

[] [ ] ! Y -;‘5 —Q‘.-' : 3 e
eferring rounding SR B B
. A S Q ~ § - - 2 2 : .
o o “ . . .
= M) ARENEENRENRERERAERN
What can I make with these ingredients <111,24,315,229> <308,235,460,314> <383,372,571,485>7 EEEEEEEEEEENEEEEEREN
Z ! ’ g - :
The ingredients <111,24,315,229> <308,235,460,314> <383,372,571,485> can be used to make a delicious cake. The (€5 f ’ .

Cale of
Fl(ll)’l(lf‘

first ingredient is cake flour, the second one is eggs, and the third one is butter. These are all essential components for
baking a cake.

; o ' )
< ~ } / o) / ¥
?Should T add this stuff s it 2

to my cake too? ) BN NN NN NN NN RENEE
. — . i ©
Yes, you should definitely add the canned cherries <54,211,165,388> to your cake. They will add a sweet and tangy flavor h
to the cake, enhancing its taste. Here are two videos. Please provide the analysis on their differences.
J \ J
< -~ -
?If we want to make a cake, choose the best ingredients in the image. The first video and the second video are similar in that they both depict a person -
gardening. However, there are some differences between the two videos.
[To make a cake, you would need flour, sugar, eggs, butter, and baking soda from the image. m?tlui " 2 = L In the first video, the person is seen picking berries from a bush, while in the second video,
Fiour Kaq"ﬂ ST ' the person is seen planting flowers in a garden. This difference in activity suggests that the

two videos may have been taken at different times or in different locations.

Can you show me their coordinates? 4 . - - - - : - -
? Y Additionally, the first video is taken from a bird's-eye view, while the second video is taken

from a lower angle. This difference in perspective gives the two videos a different feel and
[Sure! The flour <112,26,316,239>, sugar <306,19,484,251>, eggs <312,239,392,312>

butter <383,371,571,481>, and baking soda are the _ N may affect the viewer's experience. Overall, while the two videos share some similarities,
ingredients you would need for a cake. B they also have some differences in terms of the activity being performed and the perspective
|_from which the video is taken. )




Core Vision Capabilities (Examples from MM1.5)

Math/Reasoning

23. A skier slides down the frictionless slope as shown. What is the skier’s speed at the bottom?
Start

H=40 m
% Finish
Solution: L=80m
Q Try to reason about the question step by step. }
Help me generate a Twitter post providing these images. -
. - i
To find the skier's speed at the bottom, we can use the conservation of
[ Step 1: Identify the main subject of each image. energy prin.ciple. At. the. start, the §kier has potenti.a.l energy, and at the
_ o end, the skier has kinetic energy. Since the energy is conserved, we can
® Image 1: The main subject is a crowd of people at a concert. set up the following equation:
e Image 2: The main subject is the Sagrada Familia, a large Gothic-style church Start: E = mgh End: E = (1/2)mv*
in Barcelona. ' '
) o ) ) where E is the energy, m is the mass of the skier, g is the acceleration
e Image 3: The main subject is a cup of coffee with a heart-shaped foam design. due to gravity (9.81 m/s2), h is the height, and v is the final velocity.
ptep 2: Delermme the tone and theme of each image. We are given the initial height (40 m) and the final height (0 m) since
® Image 1: The tone is energetic and lively, with a focus on the vibrant the skier reaches the ground. We can plug these values into the
atmosphere of a concert. equation and solve for the final velocity (v):
e Image 2: The tone is historical and architectural, showcasing the grandeur of (l/2)mv2 = mgh
Aesn il Divide both sides by m:
® Image 3: The tone is cozy and inviting, with a focus on the comforting act of (1/2)v2 = gh
enjoying a cup of coffee. - g‘ '
Step 3: Craft a Twitter post that incorporates the main subject and tone of SRR SN PR L
each image. (1/2)v* = (9.81m/s%)(40m)
"Experience the energy of a live concert at [Concert Venue| or take a moment to (172 = 392.4J
appreciate the architectural beauty of [Sagrada Familia] with [Tourist Multiply both sides by 2:
Attraction|. Enjoy a warm cup of coffee with a heart-shaped foam design from 2 _ 784 87
|Coffee Shop|." v: =784,
. Now, take the square root of both sides to find the final velocity (v):
v=1/784.8J
v~ 28mls
So, the skier's speed at the bottom is approximately 28 m/s.
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Qwen2.5-VL vs. Seed1.5-VL

- Modern multimodal LLMs look increasingly similar

- It's all about data, no matter it's text-rich, Ul, or video understanding

and videos here.

D D D D' I. .. Il I' 1 ‘ '. Il .' 1 ...... ......
1 ) ) L} ) ' ' 1 )

Gl
]

Picture 1 is an image from a blog

Annnnnnooooon

<think> Text tokens

Qwen2.5 LM Decoder

f » Seed15-LLM

OOOCOCEE  eeeese T L eee L] eoeeee I eeeeee [ CE 0 1 c o [29 1| Timestamp Token
[ d videos here. ;reret M e < 1 Pi is an i < v ZN v - v N - .
mages and videos here |< 11427 fOkenS >| 8 fo ens 1125 fOkenS 644 / ]288 / 2576 fOkenS Piclure 1 ts a’:_‘_nza_g_? _h;o_n_’_a_ ___________ . Text 1 Image 1 Image 2 Video 1 Vldeo Fr'dme TOkCn
Picture 1 Picture 2 Picture 3 Video 1 f :
[ Vision Encod ] E L wm} SwiGly_ ) | MLP Adapter Image 1: Large Aspect Ratio
ision Encoder | N ) | 4
. | Notie Resolution Input B " 2x2 Average Pooling x
i [ Full Attention ] : <
2 Sampled MRoPETime IDs: (0 15) / (0 5 10 15) / (0 2 4 6 9 11 13 15) | i : ¥
($FB#%iE) ! I .
T 2 H Mk :. ign wi solute Time { CoaviD with 2 temporal merging ] E [ RMSNorm ] | seed-V|T v
m lﬁ)(-'—’)m‘ /n, 28 W Ao 'ml‘¢ et 0.5FPS / 1FPS [ 2FPS I Dynamic FPS sampling ' | t— 1224px _—>
griﬁjowe‘ X Picture 2 MRoPETimeDs: 0 1234567891011 1213 1415 =sszszzzzzzsmzzzozzaaas /
(Tokens per second: 2] |ag > ' ]
: te time: ;o.o‘s-|o;u.z.o.u-:.o-’sim:o‘ais-so-ss‘oo.ss-7o.75.:0- ; : H 1 H
7 : | Image 2: High Resolution
E [ RMSNorm ] ; T 8 & ,
Hoight: E [:4 _ :{,(M Dynamic Frame-Resolution Sampling & Add Timestamp Tokens
i Window Attention ] , .
Height: e : | Video 1 T
8204 o RMSNorm ) i [0.0second] [l.0second]  [2.0second]  +::vve---. [28.0 second]  [29.0 second]
I Widh: 1260 > T e ' ;
Picture 3 x
icture Video 1 Cony3D (2x14x14) ]
_, @ Qwen2.5-VL - 30 seconds
- Width: 1092
Picture 1

[1] Qwen2.5-VL Technical Report, 2025
[2] Seed1.5-VL Technical Report, 2025
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Example 1: Text-rich Image Understanding (InternVL-2.5)

Native resolution support as in Qwen2.5-VL using NaViT like methods

- High-resolution support via dynamic image splitting as in InternVL-2.5 and
many others

448 %448 Tiles Thumbna|I (A) InternLM2.5 / Qwen2.5
T [ - e PR e | ntern : wen?2.
T .. !-!.“—.: .« 1_! '";"m mmﬁ ‘ﬁkjn 7 ' |
c o ¢ Bece . f t
% | (‘) MLP Projector Text Tokenizer
*
Matchinq:ﬁ (896><1344)Ilgput Image (800><1300) Pixel Unshuffle Chat Message
Pre-defined Aspect Ratios . t e =
' ' T 1= Ing e+ mage
— M5 3 Y InternViT 300|v: / InternViT-6B clines
T Ve oo Sn s ;‘l!i Mo o
1:4 1:5 1:6 h i s i ‘Q g
__‘S r"; "y %bﬁsl B2 I viweril ; Jﬁ
2:3 3:2 t g
Dynamic High Resolution — B ||“"“H.

(a) Data Preprocessing (b) Model Architecture
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Example 2: Ul Understanding (Ferret Ul 2)

GUI grounding and navigation becomes an increasingly hot topic

Many good works out there, e.g., U-Ground, Show-Ul, UI-TARS and all recent
R1-like methods

Y

{ Settings  Display & Brightness

- FORALL
MANKIND

APPEARANCE

W  §

[===="1Box1

ArTag 4 pack ArTag FreWowen sy Arg -
B Ay

Box3 Box4

the rest of the day. Wind gusts are up to 12 mph.

] Box2|:|

7PM 7:00pM 8pMm 9pM 10eM  1PM 12aM
Automatic < < - P o .
L - (& (S ¢ ¢ (&
° 76° Sunset 72° 69° 67° 65° 63°
BRIGHTNESS

True Tone

ally adapt iPhone display based on ambient lighting

Night Shift

Auto-Lock

Raise to Wake

49 - Good

Text Size
-~ o <[ What does the text in | Box0] say? < What is the [ Box(] icon? )
2t
< What kind of UI widget is in [Box01? . o " The text says “Complete your return online or take it to e “ ( This icon is for “App Store” on Apple’s devices. } o8
What does the text in indicates? . an Apple Store”.
This UI widget is a toggle. “ o an
- = The text that reads “10-DAY FORECAST” indicates the @9 <[ What does the large "For All Mankind” banner ]
What is the current state of the list below shows the weather forecast of the next 10 days. (m O J How to explore different color options for the AirTag suggest about the context of this screen?
‘ appearance toggle and how to switch it? - FineWoven Key Ring? .
[ ) What is the current temperature in Cupertino, and 7 <y The large banner suggests that “For All Mankind” (R )
The current theme is set to Light Mode [Box1]. To M what is the weather condition? Tap or click on the dots [ Box 1] below the image of the } C ‘ Box1] is either a featured show or content available on U
switch to Dark Mode, you would tap on the radio button ) P AirTag FineWoven Key Ring. the Apple TV app. The banner acts as promotional
| BoxZ] next to “Dark”, which is currently unchecked. m The current temperature in Cupertino is 91°F , °.@ - content, encouraging users to watch or explore the show.
and the weather condition is "Mostly Sunny™ : m { What are the prices of the three visible products on the screen?
How would you interact with the brightness slider to { Where do I open the Apple TV app? J
o { decrease the screen brightness? . How to view the weather conditions of later hours? Th . . 1 AL ki)
e prices are AirTag for $29.00 [Box2] AirTag 4- ' ‘v c}
The current brightness level is slightly above mid-level. 5.4 You can scroll horizontally on the hourly forecast row ) p z?Ck for $99.00 [Box3) and AirTag FineWoven Key { ::) Ollé)e I: the Qp&leATv f P’Il’:\:alp or S}eleCt the } ¢
To decrease the brightness, drag the slider [ Box3] towards im o see weather conditions for later hours. \m Ring — Blackberry for $35.00 [Box4]. ack tile wi e Apple ogo [Box2].
the left, where the lower brightness icon is located.
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MM-Ego: Data

Human Annotated Narrations
from existing dataset (Ego4D)

Video Clip 1: “l sit down on the sofa.”
Video Clip 2: “I put the wallet and phone on the table.”

~_—

Prompt: “Design a question about
visual details based on the
narrations.”

~ =

Memory QA
Video: [Video Clip 1, Video Clip 2, Video Clip 3]

Question: “Given this video, where did | leave my phone?”

Answer: “| left my phone on the table.”

Long Video Memory Dataset

Conversation counts
o Train split: 942 K
o Test split: 32 K

Question counts
o Train split: 7 M
o Test split: 235 K

Long Video Understanding Dataset
o Conversation/Question counts
o Train split: 999k

AN Q: Which hand did the man place
g4 on his chest?

k-1 Q: What did I do with the pear aft
er slicing it?

A: I moved the pear on the tray w
ith the knife in my right hand.
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MM-Ego: Model Architecture

- Memory Pointer Prompting

LLM Input in Training Phase
QCL;?;Z?Z; ZZCZI Compressed Visual g .
2 Embeddings '
o cooker? —
> fi‘T‘\ Question Embedding Ey,. [N
Encoder Encoder Encoder Tokenizer Memory Pointer Embedding P [ Input LM
1 2 N Memory Pointer [ )
Yy Y A Embeddi
Compress Compress Compress Embed mbedding Ground-Truth Key High- |
1 9 N 1 ] Res Visual Embeddings \ J
Evis Evis Evis Eque P
¥ ¥ ¥ ¥ |
A . Y * — Question Embedding Eque [N
e CTTT=----oo-__-IIZzzzzzzzzziiiiiEsttT O IM Answer Embedding Eang (b)
Ev1s V Evis * Evis P !
N | <z [ ' \
ftmax :
( Softma > » Selected High-Res o | Input
¢ Top-k . Visual Embeddings —>» | LLM
Correlation , i
Scores S ‘ ) Qelected Indices  wweeweeewerererereee _ L
_Binary Cross-Entropy Loss {Si},7 € [1, K] Question Embedding Eque [N \____/
Ground-Truth Key Frame Indices Step 1. Global Glimpse ° Step 2. Fallback (a)

Global Glimpse - the correlation scores between the memory pointer and all compressed visual embeddings

Fallback - high-resolution visual embeddings corresponding to the selected indices




MM-Ego: Apple Office at Seattle

G0 ihvﬂeu-md-mpu Bailding]

i i hmdodqpbmcw@hhﬂu

| / N A -w
pmmuhﬁb ﬁo-h N

SV

prehenswely"understaxndmg)

by
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MM-Ego: Another View from Seattle

A “‘9 w.
"h .

luestnon* }Can y@j desc

j]@ ﬁm ﬂﬂ@ ((t[ erstanndimg
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Slow Fast Thinking for Video Understanding

- Slow pathway deals with high-resolution features

Slow pathway includes high-resolution but low-frame-rate features (e.g., 16 x 12 x 12)

) 4 N\ ) 0100
m[EE[EE
- \ E[EE[EE
pslow  HHHEH
1 %H%W v -
nv) e@N Slow — :
» < ¥, 00000
i — \_ y 0007
............ C D O Oooon
v 21|, SR W
Video ==——pp| S |===Pp| m D
3 = Q
............ (@) O
& o3 =
g_ 1
®
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Slow Fast Thinking for Video Understanding

- Fast pathway deals with high-frame-rate features

) - N\ )
.
?
—~ <
------------ - & T
v | & |1 2 Q.
Video == 3 t—p| m D
7 2 || H
------------ Q Q = S 001
3 . ~4 ) et OO
o) Fast —l EE
\_ J D:D
O
. ‘ - J \ J 1]
OO

Fast pathway includes low-resolution but high-frame-rate features (e.g., 728 x 4 x 4)
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Slow Fast Thinking for Video Understanding

+ SlowFast-LLaVA-1.5 achieves strong performance across all image and video
benchmarks when trained on the joint SFT mixture

i (O i wm i i )
- \ 00000
slow LCOOOO O
m ot Fov  BoCon 0
D R Slow |——p 0
n - ¥, |:||:||:||:||:|\ n
- S L y OO000 .
____________ C ‘é’ U || :
v 2 |, o 3 HEHEH Fa99" O Decoder Only
o =t O™
------------ n O S | » 00 0 LLM
QD o v € pas, 2 OO .
-c33 = \«K pfast OO / :
CE Fast V—> EE E
\_ y 00T
oo | | =TTt
— - J 00 Text | —-
0] —) e ' \ /



Video Results: 3B Models

B internvie [ LinVT-Blip3

62 58 /70 46

58.5 56 65 34.5

55 54 60 23

51.5 52 55 11.5

50
VideoMME (w/o sub) LongVideoBench MLVU LVVBench

General
VideoQA



Image Results: 3B Models

 EVIVING

.~ Blip3

60

52.5

45

37.5

30

MathVista

61.5

59

56.5

RealWorld-QA

DocVQA
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Acting: Multimodal Agent

Slides in this section are from Andrew Szot



“Book a flight to JFK”

“Navigate to the refrigerator”

“Move right to beat the level”

“Find an apple and put it away in
the fridge”

»
N

e

_# o 7R
s

Robotic Navigation
Manipulation

Ul Control

~\ /.

Generalist Agent




Robotic
Manipulation

Multimodal LLM Adapt
Interactive Data

Generalist Agent

How to train a
generalist agent?



“Move right to beat the

Robotic Navigation

Manipulation \ /

Adapt via RL In

| Generalist Agent
environment

Rewards Actions

Reinforcement
Learning




Generalist Embodied Agent (GEA)

RL in many simulated agentic tasks

Base MLLM GEA

Supervised Fine Tuning (SFT) on diverse
embodied experiences (millions of trajectories)



Generalist Embodied Agent (GEA)

RL In fast simulators

Do many different
tasks

Base MLLM GEA and

(Generalizes to new
settings

SFT on diverse embodied experiences
(millions of trajectories)



GEA Architecture

Start with a pretrained MLLM

LLM



GEA Architecture

Tokenize and input task instruction to MLLM

LLM

Language Embed

? Task Goal T

ll lk

Task Instruction: “Move all the fruit to the fridge”



GEA Architecture

Encode visual observations

Visual Bridge
Visual Encoder

Language Embed

T Task Goal + Prompt T

ll lk

Visual Observations



GEA Architecture

Encode visual observations and history of observations for memory

LLM

Visual Bridge
Visual Encoder

Language Embed

T Task Goal + Prompt T

ll lk

History of visual observations Visual Observations



GEA Architecture

Actions are just tokens output by the LLM

Action for
Environment

Tokens NN B~ ay

LLM

Autoregressive prediction

Language Embed

T Task Goal + Prompt T

ll lk

Visual Observations



But LLMs are trained to output text, yet agents require actions?

ontinuous Low- Navigation Control Ul Interaction
Level Motor Control Actions Actions

@& Keynote File Edit Insert Slde Format Arrange View Play Window Help @ MonSep9 9:41AM

© show the files June sent me last week| & )

Which file?

Photos From Apps

Folders ShowMore® | @

9:41AM Mon Sep 9 = 100% .

| found these from Fleur with book ToMORROW

Theo Character Concepts R1 .
Folder - Modified today, 9:40 AM 0 2 recommendations: 8
er Cand = Aarhus family
H o o |Breakfast @

vacation =

Fleur Lasseur Thursday gﬁ_gi;gs =

Have you read the book Good Material yet? 1

Just read it with my book club and | think y... 11 |Work event ¢
10:30Am

10

Fleur Lasseur 8/5/24  lunch
Page-turners -2
Hey Melody, So nice to hang out today, I've...

(Siesta 22

A< Get directions Home

Play Road Trip Classics

Set Create i -Z\ ﬁ @
)

v
Q WIEJRIT]Y|U App Store Books Podcasts W Settings

o r=88086

FaceTime Reminders

[0.72,0.24,0.43, -0.21, ... Turn left Open Safari
Turn right Tap 231 492

Go straight Search “food near me”



GEA Action Tokenization

Action Is a continuous vector

Action is a selection from a

Example: end effector control set of discrete choices

[dX, dy, dz]

| “Pick apple”

Learned Tokenization Semantic Tokenization

esidual VQ-VAE for discrete action tokenization L .,
pick apple

dx’ '

. — dy’ [278,276]
dz’

Describe action with language and

L . | |
0g 73  lrained with action tokenize with LLM vocabulary

reconstruction




Video Games Ul Control Navigation

dx dy dz “move left”
! v
Di screte ( Residual VQ-VAE Encoder ) ( LLM Tokenizer J
Control b )
[28, 73] [278, 276]

Jump, left, ... Tap 23 47 ‘rard, eft, ... AC-tIOI‘I for Truncate for i . i
Environment environment Multi-Embodiment Action
Static Manipulation Mobile Manipulation Static Manipulation — a —— ]
~ ‘ 4 De-Tokenizer

:". .".'"

Joint velocity Delta joint position End-effector

Continuous
Control

Action Tokens

Unified Token
Output Space

1 1

Agent: Fetch mobile robot. Actions: delta

joint control... Instruction: pick an apple °oo0e0
Observation History



Training GEA

Stage 1 Stage 2
SFT on interactive data SFT on interactive data
A m
Pretrained
ML LM GEA-Base GEA
\M

Online RL in simulation



GEA Stage 1: SFT

Collect expert demonstrations in diverse domains for training

From diverse sources, like scripted policies, humans, or RL policies

Static Manipulation Games Navigation

Ul Control Real Robots Planning

%&t ammal 13 in the wmdow'? '_
A S _




GEA Stage 1: SFT

Collect expert demonstrations in diverse domains for training

From diverse sources, like scripted policies, humans, or RL policies

SFT on interactive data

Pretrained

ML LM GEA-Base

2.2M trajectories, 90 embodiments



GEA Stage 2: RL + SFT

Continue training GEA-Base with RL in interactive tasks

RL

D

Many simulated
environments

\ g

GEA-Base




Train with PPO (200M environment steps)

Online RL in simulation

GEA-Base GEA

SFT on interactive data



Importance of RL

 Success SFT: Collect data from policy, train on only successes
 Offline RL: Collect data from policy, train on both success and failure

* Online RL: Interact with the current policy in the environment



Importance of RL: A Glimpse of Results

On top of base MLLM (not GEA)
Online RL outperforms SFT and offline RL

80 1

)
o
2

Analysis on a single task (Habitat Pick)

N
o

Success (%

23
20 - 17

MLLM MLLM MLLM
Success SFT Offline RL Online RL




Success (%)

Importance of RL: A Glimpse of Results

Repeat starting from GEA-Base
Online RL crucial for GEA

80 -
60 - 57
46 48
41
40 -
23
20 - 17 .
0 -
MLLM MLLM MLLM GEA-Base GEA-Base GEA-Base
Success SFT Offline RL Online RL Success SFT Offline RL

GEA-IBase
Online RL




Importance of RL: A Glimpse of Results

100
GEA initialization accelerates RL 5
Two stage training is important § .
40 -
= 20 - —— MLLM
- GEA-Base
Ogr- . . . . |
0.0 0.2 0.4 0.6 0.8 1.0 |
Environment Steps 1e8

GEA—IBase
Online RL

MLLM
Online RL



Summary

. Simple method that scales well
» Using MLLM eval suite as standard protocol for image encoder development
- Multimodal LLM: It’s all about data
» Generalist Agent: RL is the key
» Future directions
» Unified tokenizer for image understanding and generation
- Reasoning

- GUI Agents



Apple Foundation Models

Adapters

Multimodal + Multilingu:

R O = > %

Preprocessing Pre-Training Post-Training Optimization Apple Foundation Models

Responsible Al principles inform all steps

https://machinelearning.apple.com/research/apple-foundation-models-2025-updates
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