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Textual Reasoning with LLMs

● Last year: merely a 

next-token predictor

● Gold medal-level in 

IOI and IOM

● 99.95% Codeforces

● Reliably performing 

hour-long tasks



Main 
Model

Reward

Scaling Post-Training LLMs for Reasoning

Image Credit: “Training language models to follow instructions with human feedback”

● Reward Model (RM)

○ RLHF (human feedback): human 

expectations

○ RLAIF (AI feedback): LLM/LMM scoring

○ RLVR (verifiable reward): rule-based

● Consistent, on-policy reward for large-scale 

online RL training with a good prior



CoT
Test-time 
Compute

RL

Effective exploration

Zooming Into the Reasoning Success

● Train LLMs for reasoning: exploration and consolidation 

Consolidation →

← Exploration 



Thinking by Generating More Token: Chain-of-Thought (CoT)

● Pretraining generalizes to hard problems

● “Token information density”:

thinking harder with more tokens

CoT
Test-time 
Compute

RL

Effective exploration

Image Credit: “Chain-of-Thought Prompting Elicits Reasoning in Large Language Models”



Can We Generate Even More Tokens? Test-time Compute

“Token info density”: even more tokens and even better? Yes!

● Not only longer, but more: self-consistency

● Longer beyond pretrain distribution: s1, LIMO

● Longer and more: MCTS, Beam search

● Revision, and other multiple role collaboration

CoT
Test-time 
Compute

RL

Effective exploration



Internalize the Explored Strategies: RL - Why?

CoT
Test-time 
Compute

RL

Effective exploration

Consolidation →

Consolidation to think more effectively: RL training

● Expensive: Memorize the correct way of thinking, success with 

fewer tokens

● Self-improving: Explore further to solve impossible problems before



Internalize the Explored Strategies: RL - How?

CoT
Test-time 
Compute

RL

Effective exploration

● Correctness into a scalar reward, e.g., string matching 

and relative score

● Pre-trained/mid-trained LLMs as prior

● Problems as environments

“The Second Half,” Shunyu Yao



Summary on LLM Side

1. Have a model 
& problems

2. Explore better 
responses

3. RL the model 
to internalize it

You have a “better”model

Model

Rollout 1

Rollout 2

Rollout n

Rollout 3

Reward 1

Reward 2

Reward n

Reward 3
RL, e.g., GRPO

Update Policy

Problem



From Text-only to Multimodal: Unique Challenges

1. Have a model 
& problems

2. Explore better 
responses

3. RL the model 
to internalize it

You have a “better”model

1. Foundation. Where to start: multimodal model and problems?

2. Exploration. What makes effective exploration for multimodal?

3. Internalization. What to learn from RL training that generalizes?



3. Internalization. What 

to learn from RL training 

that generalizes?

unique problems for 

visual-centric reasoning

In This Talk

2. Exploration. What makes 

effective exploration for 

multimodal?

textualized visual CoT 

to native multimodal

1. Foundation. Where to 

start for multimodal 

models and problems?

Exploration

Foundation

Internalization



Where to Start for Multimodal Model and Problem?

1. Foundation. Where to 

start for multimodal 

models and problems?

Exploration

Foundation

Internalization

Model

Rollout 1

Rollout 2

Rollout n

Rollout 3

Reward 1

Reward 2

Reward n

Reward 3
RL, e.g., GRPO

Update Policy

Problem



Model: from Texturized Visual Output to Native Multimodal

● Multimodal-in, text-out

● LLM pretrain, add vision encoder

● Texturized visual output

● Still text-heavy pretrain



Model: from Texturized Visual Output to Native Multimodal

● Multimodal-in, text-out

● LLM pretrain, add vision encoder

● Multimodal-in, multimodal-out

● Multimodal in pretraining

What makes “native multimodal models”



Model: from Texturized Visual Output to Native Multimodal

● In this talk:

○ Texturized visual output

○ Native multimodal models



Problem: Can We Find Good Samples for Exploration?

● Good: Explored trajectory 

trains the model better

Credit: “SoTA with Less: MCTS-Guided Sample Selection for Data-Efficient Visual Reasoning Self-Improvement”

Model

Rollout 1

Rollout 2

Rollout n

Rollout 3

Reward 1

Reward 2

Reward n

Reward 3
RL, e.g., GRPO

Update Policy

Problem

Question: Find y so that the 
quadrilateral is a parallelogram.

Answer: 7



What Makes a Good Sample to Explore on?

Explored trajectory trains the model better

● Unrelated topic 

● Too hard 

● Too easy 

● More criteria? Models own weaknesses
Credit: “SoTA with Less: MCTS-Guided Sample Selection for Data-Efficient Visual Reasoning Self-Improvement”



How to Find Good Samples? 

Credit: “SoTA with Less: MCTS-Guided Sample Selection for Data-Efficient Visual Reasoning Self-Improvement”

Question: Find y so that the 
quadrilateral is a parallelogram.

Monte Carlo Tree Search

Answer: 7
Iter = 5

VLM Response:

### Final Answer: The answer is: 
\\(\\boxed{7}\\).

### Step 1:......  

### Step 2:......  

### Step 3:......  

...

+ 1

Repeats until get right answer 

> N

Replay Buffer

● Motivation: Spend compute to select 

good problems

● Repurpose MCTS: require iterations

● Explicit force model to think longer



RL Training with the Good Samples

Credit: “SoTA with Less: MCTS-Guided Sample Selection for Data-Efficient Visual Reasoning Self-Improvement”

Qwen-2.5-VL-7B

11k samples

Qwen-2.5-VL-72B

7.5k samples

Out of the initial 70k samples

Rollout 1

Rollout 2

Rollout n

Rollout 3

Reward 1

Reward 2

Reward n

Reward 3
RL, e.g., GRPO

Update Policy

● Sample selection compute

● Test time rollout compute



How “Good” are these Samples? 

Credit: “SoTA with Less: MCTS-Guided Sample Selection for Data-Efficient Visual Reasoning Self-Improvement”

• SOTA benchmark 
performance at both 7B-
level and 72B-level

• Clear Improvements over 
base model and baselines 
(random-selection, full set, 
majority vote, online 
filtering, etc.)

Qwen-2.5-VL-7B

11k samples

Qwen-2.5-VL-72B

7.5k samples

Out of the initial 70k samples



When Selected Samples Remain Effective?

Credit: “SoTA with Less: MCTS-Guided Sample Selection for Data-Efficient Visual Reasoning Self-Improvement”

● Good sample is the one that fits the 

model the best, not even strong-to-weak

● Onlineness is not as strict as in rollouts; 

OK to select before each epoch, instead 

of strictly online

● MCTS is better than majority vote, or the 

full set: scale compute here is beneficial!

Qwen-2.5-VL-7B

11k samples

Qwen-2.5-VL-72B

7.5k samples

72B7B



What are “Good” Samples: An Entropy View

Credit: “SoTA with Less: MCTS-Guided Sample Selection for Data-Efficient Visual Reasoning Self-Improvement”

● Higher entropy for the model

● Future: 

○ Data value attribution

○ From selection to generating questions



What Makes Effective Exploration for Multimodal?

Exploration

Foundation

Internalization

2. Exploration. What makes effective 

exploration for multimodal? 

Model

Rollout 1

Rollout 2

Rollout n

Rollout 3

Reward 1

Reward 2

Reward n

Reward 3
RL, e.g., GRPO

Update Policy

Problem

Visual-centric! Why? How?

from textualized visual CoT 

to native multimodal



Are There Visual Cues that Can be Texturized?

● Visual grounding: Thinking While Pointing

Credit: “Point-RFT: Improving Multimodal Reasoning with Visually Grounded Reinforcement Finetuning”



How to Invoke Pointing?

● Lightweight SFT for textualized pointing format

● RL to explore the pointing usage

Credit: “Point-RFT: Improving Multimodal Reasoning with Visually Grounded Reinforcement Finetuning”



Credit: “Point-RFT: Improving Multimodal Reasoning with Visually Grounded Reinforcement Finetuning”

● From Document Domain

● To General Graphics



New Visual Content during Exploration? Vision Tools 

Very briefly on CoT format only; Will revisit the 

E2E training later in image gen part

Refocus: Python as general interface

Pixel Reasoner

https://arxiv.org/pdf/2505.15966

Sample credit: “V*: Guided Visual Search as a Core Mechanism in Multimodal LLMs”
Method: “O3”, “Thinking with images”

What color is the dog?



New Visual Content during Exploration? Vision Tools

● V*: Guided Visual Search as a Core Mechanism in 

Multimodal LLMs

● OpenThinkIMG: Learning to Think with Images via 

Visual Tool Reinforcement Learning

● ReFocus: Visual Editing as a Chain of Thought for 

Structured Image Understanding

● Pixel Reasoner: Incentivizing Pixel-Space Reasoning 

with Curiosity-Driven Reinforcement Learning

● Chain-of-Focus: Adaptive Visual Search and Zooming 

for Multimodal Reasoning via RL

● GRIT: Teaching MLLMs to Think with Images

● UniVG-R1: Reasoning Guided Universal Visual 

Grounding with Reinforcement Learning

● PixelThink: Towards Efficient Chain-of-Pixel 

Reasoning

● Great community works

● Action space

○ Vision tools

○ Different domains

○ Data and training stages 

● Also natural in video and robotics



Visualization thoughts/ VoT

Can Model Imagine Visual Content during Exploration?

● Instead of vision tools 

for new visual input, 

model visual generation

Image credit: “Mind's Eye of LLMs: Visualization-of-Thought Elicits Spatial Reasoning in Large Language Models”
“CoT-VLA: Visual Chain-of-Thought Reasoning for Vision-Language-Action Models”



Thinking in Latent Space

● Mixture of multi modality CoT tokens

● Thinking in latent space

● Promises in LLMs

● But we still need native multimodal models: 

effective exploration is rooted in pre-training
Image credit: “Training Large Language Models to Reason in a Continuous Latent Space”



What to Learn from RL Training that Generalizes?

Exploration

Foundation

Internalization

3. Internalization. What to learn 

from RL training that generalizes?

“Better model”? Unique problems 

for visual-centric reasoning

Model

Rollout 1

Rollout 2

Rollout n

Rollout 3

Reward 1

Reward 2

Reward n

Reward 3
RL, e.g., GRPO

Update Policy

Problem



Thinking Strategies Learned in LLMs

Textual reasoning

● Language, math, coding

● Human designed for abstraction: communication and reasoning

○ Widely recorded. Mimic human in pretraining

● More tokens for better calculation, planning, programming, etc.



Extending Textual Reasoning with Visual Input

● Vision-R1: Incentivizing Reasoning Capability in Multimodal 

Large Language Models

● SoTA with Less: MCTS-Guided Sample Selection for Data-

Efficient Visual Reasoning Self-Improvement

● LLaVA-CoT: Let Vision Language Models Reason Step-by-Step

● VLM-R1: A Stable and Generalizable R1-style Large Vision-

Language Model

● MM-Eureka: Exploring the Frontiers of Multimodal 

Reasoning with Rule-based Reinforcement Learning

● Visual-RFT: Visual Reinforcement Fine-Tuning

● Mulberry: Empowering MLLM with o1-like Reasoning and 

Reflection via Collective Monte Carlo Tree Search

● VL-Rethinker: Incentivizing Self-Reflection of Vision-

Language Models with Reinforcement Learning

● Too many to enumerate, sorry for missing any :)

● Great community works

○ Visual math

○ Visual documents

○ Visual coding

○ Grounding, localization

● Textual CoT for reasoning with 

visual inputs



How to Learn Visual Perception Strategies?

Textual reasoning

● Language, math, coding

● Human designed for abstract reasoning: mimic human in pretraining

● More tokens for better calculation, planning, programming, etc.

Multimodal (e.g., vision)

● Visual perception strategies

text-only does not work

Image credit: “More Thinking, Less Seeing? Assessing Amplified Hallucination in Multimodal Reasoning Models”



How to Learn Visual Perception Strategies?

Textual reasoning

● Language, math, coding

● Human designed for abstract reasoning: mimic humans in pretraining

● More tokens for better calculation, planning, programming, etc.

Multimodal (e.g., vision)

● Visual perception strategies: mimic - humans not always record how



How to Learn Visual Perception Strategies?

Textual reasoning

● Language, math, coding

● Human designed for abstract reasoning: mimic humans in pretraining

● More tokens for better calculation, planning, programming, etc.

Multimodal (e.g., vision)

● Visual perception strategies: mimic - humans not always record how

○ Perception proxy task: requires good perception to solve

○ Leveraging existing vision models to guide the steps

○ Invoke pretrained capabilities in native multimodal models



How to Learn Visual Perception Strategies?

Textual reasoning

● Language, math, coding

● Human designed for abstract reasoning: mimic humans in pretraining

● More tokens for better calculation, planning, programming, etc.

Multimodal (e.g., vision)

● Visual perception strategies: mimic - humans not always record how

○ Perception proxy task: requires good perception to solve

○ Leveraging existing vision models to guide the steps

○ Invoke pretrained capabilities in native multimodal models



What Makes a Good RL Task? Challenging yet Easily Verifiable



Challenging yet Easily Verifiable Tasks for Visual Perception?

Image credit: “Molmo and PixMo: Open Weights and Open Data for State-of-the-Art Vision-Language Models”
“Towards vqa models that can read.”



Challenging yet Easily Verifiable Tasks for Visual Perception?

Question: what number is on the bike 
on the right? ---- A: the number is 317

Image credit: “Molmo and PixMo: Open Weights and Open Data for State-of-the-Art Vision-Language Models”
“Towards vqa models that can read.”

The image showcases a social gathering of Caucasian individuals, both male and female, ranging from middle age to about 60, 

seated at multiple tables inside a room that appears to be a café or restaurant. The café’s walls are a light brown to mustard yellow, 

adorned with an eclectic mix of p icture frames and flags, including one particularly striking black flag with curved white stitching that 

reads both "true" and "false." There is a tall vertical window on the left side, offer ing a view of trees and parked cars outside.

Hanging from the ceiling are two distinct light fixtures: a  black wrought iron chandelier with  six go ld-colored bulbs, and a single 

glass pendant light with a b lack wire. Additionally, a lamp occupies the corner on the left side. Near this window, a woman d ressed 

in black and wear ing glasses is seated alone with  an iPad on the table, a coffee cup beside her, and she is gazing out the window. 

Nearby, a  group of four individuals, predominantly young men, are engaged in conversation and one is looking at his phone.

To the right, there are smaller tab les, where pairs of people, including some young women, are conversing. At one table in the 

lower right corner, a man with headphones and a blue jacket looks down, perhaps immersed in his own world. The atmosphere is 

lively, with a mix of discussions and some quiet moments of individual focus.

Descriptive Captioning:
● Challenging in visual 

perception, but how to grade?

Visual Question Answering:
● Easily verifiable, but omitting 

most visual elements



Proxy RL Task: Visual Caption Hallucination Critic (ViCrit)

● Same visual perception difficulty; but easily verifiable

● Incentivize with ViCrit proxy task outcome reward
Image credit: “ViCrit: A Verifiable Reinforcement Learning Proxy Task for Visual Perception in VLMs”
“Molmo and PixMo: Open Weights and Open Data for State-of-the-Art Vision-Language Models”



Does the Learned Perception Strategies Generalizes?

“in-domain”: task, image domainTrained mostly on 
natural images =>



Does the Learned Perception Strategies Generalizes?

Trained mostly on natural images =>
(w/o VQA-ORM RL)

Math, STEM Abstract image, Chart



How does the Learned Perception Strategies Generalizes? 

● Explore the way to perceive an image vs. Mimic text space pattern (SFT)
Image credit: “ViCrit: A Verifiable Reinforcement Learning Proxy Task for Visual Perception in VLMs”



Perceive All Visual Details: 
ViCrit-Bench

● 4 image categories, 8 hallucinate types

● Benchmark number well foreshadow 

the VLM performance 

“ViCrit: A Verifiable Reinforcement Learning Proxy Task for Visual Perception in VLMs”



How to Learn Visual Perception Strategies?

Textual reasoning

● Language, math, coding

● Human designed for abstract reasoning: mimic human in pretraining

● More tokens for better calculation, planning, programming, etc.

Multimodal (e.g., vision)

● Visual perception strategies: humans not always document how

○ Perception proxy task: requires good perception to solve 

○ Leveraging existing vision models to guide the steps

○ Invoke pretrained capabilities in native multimodal models



Can We Leverage the Powerful Vision Models?

● LMMs are not good enough in perception

● There are so many powerful vision models



How to Effectively Select? Vision Value Model based on CLIP

● Vision expert to guide decoding steps during process

● Vision value model (VisVM): Learn how good the image 

description is in the future
Image credit: “Scaling Inference-Time Search with Vision Value Model for Improved Visual Comprehension”



Discussion: from H(text|image) to H(image|text)

● ViCritic proxy task outcome reward

● Vision value model based on CLIP

Pushing the limit of multimodal 

reasoning with text output

Credit: Aditya Ramesh



Discussion: from H(text|image) to H(image|text)

● ViCritic proxy task outcome reward

● Vision value model based on CLIP

Pushing the limit of multimodal 

reasoning with text output

Great, but an upper bound: non-verbal

H(images)

H(text), what 

is learned

Credit: Aditya Ramesh
“SITE: towards Spatial Intelligence Thorough Evaluation”



Discussion: from H(text|image) to H(image|text)

● ViCritic proxy task outcome reward

● Vision value model based on CLIP

Pushing the limit of multimodal 

reasoning with text output

Great, but an upper bound: non-verbal

H(images)

H(text), what 

is learned

H(images)

H(text)

what is learned

Credit: Aditya Ramesh

Non-verbal problems:

Native multimodal models with 

text and visual output



From H(text|image) to H(image|text)

Exploration

Foundation

Internalization

Model

Rollout 1

Rollout 2

Rollout n

Rollout 3

Reward 1

Reward 2

Reward n

Reward 3
RL, e.g., GRPO

Update Policy

Problem

● Image and multimodal output



Better Image Generation with Enriched Image Prompt

Image credit: “T2I-R1: Reinforcing Image Generation with Collaborative Semantic-level and Token-level CoT”



Scaling Test-time Compute for Better Image Prompt

Image credit: “ImageGen-CoT: Enhancing Text-to-Image In-context Learning with Chain-of-Thought Reasoning”

● More text tokens also 

helps image generation



From Text to Multimodal Tokens

Image credit: “T2I-R1: Reinforcing Image Generation with Collaborative Semantic-level and Token-level CoT”

● Trained by the final reward on visual output (preference, count, VQA, etc.)



From Visual Generation to Non-Verbal Reasoning

Image credit: “Unfolding Spatial Cognition: Evaluating Multimodal Models on Visual Simulations”

● Imagining visual states (latent, symbolic, image) for non-verbal reasoning

● Gap: Visual Thinking! (modality interleave) learned in pretraining



3. Internalization. 

Unique tasks and assets 

to internalize perception 

strategies and  vision-

centric reasoning

(ViCrit task, VisVM)

Summary
1. Foundation. 

Model+Problems. Scaling 

compute for problem 

selection is also beneficial!

Exploration

Foundation

Internalization

2. Exploration. Visual-centric! 

From textualized CoT to 

native multimodal



“Man is a tool-using animal.”

Reasoning to act; Acting to reason better.
Credit: Thomas Carlyle



Zhengyuan Yang

zhengyuan.yang13@gmail.com

zhengyuan.info

Thank you!

Openings for full-time and intern :) 

Looking forward to chatting with you!
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