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Textual Reasoning with LLMs

® Last year: merely a SYSTEM 1 SYSTEM 2

ﬁ next-token predictor FAST SLOW
INTUITIVE ANALYTICAL
e Gold medal-level in < __ DELIBERATE
|0l and IOM

—>

® 99.95% Codeforces
e Reliably performing
hour-long tasks



Scaling Post-Training LLMs for Reasoning

e Consistent, on-policy reward for large-scale
online RL training with a good prior

e Reward Model (RM)
O RLHF (human feedback): human
expectations
O RLAIF (Al feedback): LLM/LMM scoring
O RLVR (verifiable reward): rule-based

Image Credit: “Training language models to follow instructions with human feedback”

Write a story
about frogs
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Zooming Into the Reasoning Success

o . €< Exploration

CoT Test-time RL
Compute
- / Consolidation >

Y
Effective exploration

® Train LLMs for reasoning: exploration and consolidation



Thinking by Generating More Token: Chain-of-Thought (CoT)

Test-time
Compute

- J
Y

O
O
—

Effective exploration

® Pretraining generalizes to hard problems
e “Token information density”:
thinking harder with more tokens

Image Credit: “Chain-of-Thought Prompting Elicits Reasoning in Large Language Models”
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Ghair'!-of-Thuug ht Prompting

-~ Model Input |

1 Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A: Roger started with 5 balls. 2 cans of 3 tennis balls
each is 6 tennis balls. 5 + 6 = 11. The answer is 11.

Q: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples

| do they have?

\_

Vg 4 :
A: The cafeteria had 23 apples originally. They used

| answer is 9. «f
e,

.

| Model Output

20 to make lunch. So they had 23 - 20 = 3. They
bought 6 more apples, so they have 3 + 6 =9. The

.,

™,

|
A

A}



Can We Generate Even More Tokens? Test-time Compute

CoT Test-time RL
Compute
N J

Y
Effective exploration

“Token info density”: even more tokens and even better? Yes!
Not only longer, but more: self-consistency

o
® Longer beyond pretrain distribution: s1, LIMO
® Longer and more: MCTS, Beam search

®

Revision, and other multiple role collaboration



Internalize the Explored Strategies: RL - Why?

Test-time
Compute

- /
'

Effective exploration

Consolidation to think more effectively: RL training

® Expensive: Memorize the correct way of thinking, success with
fewer tokens

e Self-improving: Explore further to solve impossible problems before



Internalize the Explored Strategies: RL - How?

Test-time
Compute

- J
Y

Effective exploration

e Correctness into a scalar reward, e.g., string matching
and relative score

® Pre-trained/mid-trained LLMs as prior
® Problems as environments

“The Second Half,” Shunyu Yao



Summary on LLM Side

Model

1. Have a model
& problems

You have a “better"model

;

‘(2. Explore betterj

L responses J

| 3. RLthe model

to internalize it

Update Policy

Rollout 1

N

J

Rollout 2

N

Problem

Rollout 3

Rollout n

v

Reward 1

Reward 2

Reward 3

Reward n

—— RL e.g., GRPO



From Text-only to Multimodal: Unique Challenges

You have a “better"model
| |

1. Have a model 2. Explore better 3. RLthe model
& problems responses to internalize it

1. Foundation. Where to start: multimodal model and problems?
2. Exploration. What makes effective exploration for multimodal?

3. Internalization. What to learn from RL training that generalizes?



In This Talk 1. Foundation. Where to

start for multimodal
models and problems?

Foundation
2. Exploration. What makes
effective exploration for
multimodal?

textualized visual CoT : .
Exploration Internalization ..
to native multimodal 3. Internalization. What

to learn from RL training

that generalizes?
unigue problems for

visual-centric reasoning




Where to Start for Multimodal Model and Problem?

Foundation 1. Foundation. Where to

( | 4 start for multimodal
) models and problems?

Il —

Model Problem



Model: from Texturized Visual Output to Native Multimodal

Vision-Language A donut

of§ a Wwhite plate

Model next to a

e Multimodal-in, text-out

cup of latte

e LLM pretrain, add vision encoder

e Texturized visual output
e Still text-heavy pretrain



Model: from Texturized Visual Output to Native Multimodal

AN da

Image Image
Text Vision-Language Text
Model
e Multimodal-in, text-out e Multimodal-in, multimodal-out

® LLM pretrain, add vision encoder—— @ Multimodal in pretraining

”

What makes “native multimodal models



Model: from Texturized Visual Output to Native Multimodal

Vision-Language

Vision-Language
Model Model

® |n this talk:
O Texturized visual output
© Native multimodal models



Problem: Can We Find Good Samples for Exploration?

Problem

l

e Good: Explored trajectory

Question: Find y so that the
quadrilateral is a parallelogram.

trains the model better

Answer: 7

Credit: “SoTA with Less: MCTS-Guided Sample Selection for Data-Efficient Visual Reasoning Self-Improvement”



What Makes a Good Sample to Explore on?

Category |QA Category| Data source |Data size
Open-ended | Geometry3K 3001

Math Reasoning Multi-choice GeoQA 5010
Multi-choice Geos 66

ThinkLite-VL

70K Open-ended FigureQA 10000

Natural Image Understanding| Multi-choice ScienceQA 10332
Open-ended OK-VQA 9009

. Open-ended IconQA 10000
Chart Understanding | o0 chded | TabMWP | 22579

Explored trajectory trains the model better
e Unrelated topic
Too hard

o
® [00 easy
e More criteria? Models own weaknesses?

Credit: “SoTA with Less: MCTS-Guided Sample Selection for Data-Efficient Visual Reasoning Self-Improvement”



How to Find Good Samples?

Question: Find y so that the
quadrilateral is a parallelogram.

S

Replay Buffer

Answer: 7

lter=|5(+1>N

Monte Carlo Tree Search

VLM Response:
H#it# Step 1:......
### Step 2:......
[ Repeats until get right answer ] % H#Ht Step 3:......
e Motivation: Spend compute to select 5 f@t\;'gj;g‘gs;\theanswe“sr
good problems
® Repurpose MCTS: require iterations O V4

e Explicit force model to think longer

Credit: “SoTA with Less: MCTS-Guided Sample Selection for Data-Efficient Visual Reasoning Self-Improvement”



RL Training with the Good Samples

4 )
Qwen-2.5-VL-7B Qwen-2.5-VL-72B
11k samples 7.5k samples
\_ Out of the initial 70k samples )

e Sample selection compute
e Test time rollout compute

Credit: “SoTA with Less: MCTS-Guided Sample Selection for Data-Efficient Visual Reasoning Self-Improvement”



How “Good” are these Samples? Qwen-2.5-VL-78 Qwen-2.5-VL-72B

11k samples 7.5k samples

s 8 ? S

22 3 2 31 ; 38 initi

2E 2. z. £ & & 7 o Out of the initial 70k samples

ok | £ = = = = =]
Models Data size | =2 gE’ EE = = = = < Avg,

Proprietary Models
OpenAl-GPT-40 - 63.8 368 502 691 647 B34 691 846 | 6521
OpenAl-ol - 739 582 570 716 - - - - -

TB-level General and Reasoning Vision-Language Models
[ ]
LLaVA-Onevision-7B - 63.2 174 262 488 617 B0DE 575 814 | 54.63 S OTA be n C h m a r k
InternVL2.5-8B - 644 220 395 549 628 BL7 688 833 | 5980 f b h
Qwen2.5-VL-TB-Instruct - 67.8 236 445 506 617 B07 660 826 | 59.69 -
LLaVA-Cot-11B 100k 548 163 339 462 576 750 603 TRT | 5285 p e r O rm a n C e at Ot 7 B
Mulberry-7B 260k 63.1 - 06 550 613 792 637 801 -
Vision-R1-7B 210k 735 307 519 505 602 789 656 804 6146 Ievel a nd 72 B- | evel
OpenVLThinker-7B 59.2k 70.2 296 479 519 632 813 669 827 | 6171
MM-EUREKA-Qwen-7B 15k 73.0 319 503 523 o641 793 649 814 | 62.15
Our 7B-level Reasoning Model
i ie-VI-7TB- Lk 719 261 473 sS17 627 811 655 #H0O9 | GORO CI I t
ThinkLite-VL-7B 11k 751 329 521 555 650 814 678 836 | 64.18 ®
A (Ours - Random selection) - [ +3.2 +68 +48 438 423 +03 +23 427 | 4329 e a r m p rove m e n S Ove r
A (Ours - Open 7B S0TA) - | +1.6 +1.0 402 +05 +09 -1.3 -10 +03 | +2.03 base model and basellnes
72B-level General and Reasoning Vision-Language Models

LLaVA-Onevision-72B - 67.5 293 391 568 66.1 B59 637 856 | 6L75 1
InterV0L2.5-78B - 723 349 517 687 689 872 723 879 | 6799 (random-seIeCtlonl fu ” SEtI
Qwen2.5-VL-T2B-Instruct - 748 352 533 634 o84 B74 T63 872 | 6825 . . .
QvQ-72B - 714 327 486 T03 672 863 759 866 | 67.37 m aJ O r|ty Vot e’ O N I N e

Our 72B-level Reasoning Model

ThinkLite-VL-72B-Random7.5k | 7.5k 764 37.1 575 658 713 876 767 86.
ThinkLite-VL-72B 7.5k 79.7 438 643 683 720 882 773 877
A (Ours - Random selection) - [+3.3 +67 +6.8 +25 +07 +06 +06 +0.8 [F3M
A (Ours - Open 72B SoTA) - | +49 +86 +11.0 -20 +3.1 +08 +1.0 -02 | +442

filtering, etc.)

Credit: “SoTA with Less: MCTS-Guided Sample Selection for Data-Efficient Visual Reasoning Self-Improvement”



When Selected Samples Remain Effective?

® Good sample is the one that fits the Qwen-2.5-VL-7B Qwen-2.5-VL-72B
model the best, not even strong-to-weak Lt el 7.5k samples

G- % e

® Onlineness is not as strict as in rollouts;

OK to select before each epoch, instead
of strictly online

Credit: “SoTA with Less: MCTS-Guided Sample Selection for Data-Efficient Visual Reasoning Self-Improvement”



What are “Good” Samples: An Entropy View

e Higher entropy for the model

® Future:

o Data value attribution

O From selection to generating questions

MCTS-Based Easy Data

o8] L
i i
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—
I

0.0 0.2 0.4 0.6
entropy

0.8

1.0

12

probability density

2.5

.
o
i

=
L
i

o
i

o
Ln

o
=]
i

MCTS-Based Hard Data

Credit: “SoTA with Less: MCTS-Guided Sample Selection for Data-Efficient Visual Reasoning Self-Improvement”



What Makes Effective Exploration for Multimodal?

O

Exploration

2. Exploration. What makes effective
exploration for multimodal?

Visual-centric! Why? How?
from textualized visual CoT

to native multimodal

)
"

Rollout 1

Rollout 2

Rollout 3

Rollout n



Are There Visual Cues that Can be Texturized?

(a) Question: What is the difference in percentage Qwen-VL
between the years 1979 and 19867 In 1979, the gross enrollment ratio in tertiary
: ' , education is approximately 5%. In 1986, the
Gross enrollment ratio in tertiary education, 1979 to 1994 n gross enrollment ratio is approximately 1%. The
oo ' maesdpttn.orfes : : absolute difference is: 5% - 1% = 4%.

=T Therefore, the answer is 4%.
(@) line representing Guinea's enrollment ratio
Point-RFT
\ ‘fhe line representing Guinea's enrollment ratio
e starts at 5% in 1979.

“The line representing Guinea's enroliment
ratio reaches 2% in 1986.

B0 fepresal ung (2 ) To find the difference, subtract the value in

uo — R 1986 from the value in 1979: 5% - 2% = 3%.

The difference in percentage between the years
1979 and 1986 is 3%.

’ Therefore, the answer is 3. J

e Visual grounding: Thinking While Pointing

Credit: “Point-RFT: Improving Multimodal Reasoning with Visually Grounded Reinforcement Finetuning”



Point-CoT

How to Invoke Pointing?

Step 1 S'eu 2
Dismalt with ¥ Dle v
Db 9—..‘
G -
&9
-
The s&g he segment labeled

The segment

beled  “Vary W'G‘
™ of e

"“Somowhat satisfied”
The segrrant ladelad “Somenwhat satafied”
21% of the respondents. This

ww' Ths NGcates » vary smat Mm
population  mpresses  high
um'mmmhw-w

Step 6

YMN(MW-‘MIMQWC
un

Ahows & moderate level of satisfacton
AMONG 8 NOTCAIe But NOt MASr sacTION
of the popuiation.

Step 7

Cuitual, polstcsl, and 6CONITRO COMENS
play sgnficanst rcles In shaging Shese

M
mdb’“m Wh’otﬂlﬁ.ﬂ'
00 42% being "Not at all satisfied,” tataling
I Only 24% cxpress some level of
satistaction with democracy [(Very
satisfied”  and  “Somewhst satislied”
Combined)

GT Answer. Satistacth

with d

1 COURtIOs OF 1RONS whare
Oemacratic  governance in  hatorcely
Stablo and NSLIVDONS are TObust, Cli2ens
might cxpreas Bigher satafaction due %
trust i the system to Lphold freedoms and
oGualey. , M steas Durdened
WITh COMUDton, SCONMMIC hardshi, oF
POUBCH Stiite, ISt SO Lrows

y can vary significantly across different countries and

Step 3

Disalfoction with Democracy

A

AEhOUEN they are not the Most dissatisfied
[

Step 8

Cumarsl valuos ke the amphass on
navidual beety aad socel justice can
Poghton demand for democratic refams
where syslema '-llv whie tegora win
srong
may  Nave Mono( Denchmarks  for
satistaction

Step 4
Disatfoction with Domocracy

o

labeled "Not at
all satistied™
The lasgest w o142, 18 Not st 8l
tafied " This indicates & predomunant
level of dissatisfaction wah Cemocracy
amang the respondents.

Tha segment

Step 9

EMWMM.

economic growth and far
-nm ‘wwmlﬁmemm

.“ﬂ poryistent powerty oftem  ercde
contdence, a3 citizens feel demacracy ant

Question: Compare the levels of satisfaction with democracy across different countries and regions. Discuss how cultural, political, and
economic contexts influence these levels of satisfaction,

Step 5

Disatfec tion with Domecracy

et

gg
.

coriats Yo

— e

1t labeled "DX*

't know)
™e "D Don't know) segment sccounts
B5r 4% of the respondents, who Mo unswre

o 00 Nt Nave & Oefiitive opmien about
Tor Ba0AfaC tion WER democTacy.

Step 10

I repens  with lowsr  ssoafaction,
urderstsading these cultesl and 3000
oconomic spheres ¢an gude reforms fo

oitizen with
demociacy and ity g siming ot
DOSENG Te 20 Detween expectations and
realttios expenenced by ctirens.

. 0 iving
SLBr3e0ds.
g . d by a ‘....40‘ 4 1, pol i, and ta For

imunco. comuna Wlh a long history of ﬂm democratic govermnance and strong institutions tend 1o have hlﬂiﬂ levels of satist.

Additionally, ooonomlc prosperity and equitable wealth distributi

disillusionment. Understanding these variations can provide insigh

1, rogo ing potitical
and socisl equality, also play a role.

Uty and poverty con lead to

instability often report lower satisfaction levels. Cultural factors, such as the value placed on individual freed
can positively impact sfaction with o y, while i
into how to improve d ic p ond enh citizen satisf globally.

e Lightweight SFT for textualized pointing format
e RL to explore the pointing usage

Credit: “Point-RFT: Improving Multimodal Reasoning with Visually Grounded Reinforcement Finetuning”



® From Document Domain Y Quen-L

3 bar has a same value.

[reghe Namsjoet tm m— —— e e - — Vi b3 x

Point-RFT

@0 The bar representing Finland has a value of
0.01 million tonne-kiometres.

The bar representing Hungary also has a
value of 0.01 milion tonne-kilometres.

Since both Finland and Hungary have the same

51 29 % B =t I S B8 O

o\ R value of .01 million tonne-kiometres, there are
- e A ,‘4“‘2 two bars with the same value.
o~ @‘ Therefore, the answer is 2, \/
p Question: On April 21, weather
i ; Qwen-VL g
Question: | am at Airport S. How can | get to will be?
Dongshankou?
Sl ki From Airport S: Take the Orange Line (Line 3) P
towards Tianhe. Mk@Today is Monday, April 16,
T "“:E““ it At Jiahewanggang Station: Change to the PSS
- Vel s e e A . .
| R : Blue Line (Line 2).
- s !
- Y b P ke
e o i if{?i_:«,; At Dongshankou Station: You will arrive at ] 6
B e ek o
2 P e e on =
S Point-RFT
| 3 o G /:_n.—. Tuesdan ‘ ]00
.'@ ' ngshmmd Statlon-is ¥ start at Airport S: This station is located at Al wesday
> g E YetfowLing 1 the top of the map, near the center. tii - "3
pay (7o) ML “ L;' i f I if j 1 Take Line 3: Line 3 is represented by the @Ap”l 18: Wednesday
— orange color. Follow the orange line from <
e H el B B | i ! i Airport S towards the center of the map Thiigsday
. O A | i ::::::;:: ; @) April 19: Tuesday
———E o I — . Transfer at Guangzhou East Railway Station: .
) e = o S At Guangzhou East Railway Station, transfer to F'@ ' { 20: Frid
fay g;f“"’“" T e e Line 1, which is the yellow line. Apil.20. tuday,
~-—|\ [ ' [y Te—ptery. - ] .
et e SO — ol e o it Continue to Dongshankou: After transferring ‘@Apn‘l 21; Saturday
- ” ” to Line 1, continue along the yellow Iv\r7 —e——r
: o towards the bottom of the map. Sunday ‘ 12°

Credit: “Point-RFT: Improving Multimodal Reasoning with Visually Grounded Reinforcement Finetuning”

Questhon: is B sum of 5 wahes o the Quan-L
Ao Lean Fnp more than DemyLesn Dem? T S § o — -
Bepiaun B G\ e Tt B
d--ﬁ.mh~"‘
- — - Cad
Younger Americans more skeptical BNt 1ol 1 trpine e 18 Fanm § 5
us IRGaCta wirid protieme B0 A xR Dol
peshively 17 Contiedt + W et + €
[P - A« 1LE T v N e Sy
W S e e Tt Ows w YU
P Saanen, W v W -
o oone ot U S . — -
‘ee e ] .- ——
Tiuhoen, e st & Vo X
] o
woes e rters .
~
o — T I T oo @ e
« — . ) T
o b - a—— T
- u TH %t bes G rw ot B o
- ey TN R A ek 1 The s o
- —— e S e
S P Smemen
e B
e e — b —er -l g
o B o -
- e e g e
. Sy 53 -l
e e ANt J
Tharwturn e svemer ® S
Qwen-VL

The image shows the weather forecast for the
week starting from April 16. However, the
question asks about April 21.

Since the image only provides information
up to April 21, we cannot determine the
mforAdeZ‘lﬁomﬂislmogoalonoX

Point-RFT

@‘I’he image shows the weather forecast for
the week starting from April 16. However, the
question asks about April 21.

DIENGIR) To find the weather for April 21,
we need to count 5 days from Monday, April 16,
Counting forward, we have:

- April 17: Tuesday

- April 18: Wednesday
- April 19: Thursday

- April 20: Friday

- April 21: Saturday

According to the image, on April 21, the
weather is forecasted to be 12°C with\;

partly sunny icon.



New Visual Content during Exploration? Vision Tools

from PIL import
I lﬂpU‘t ) jpgtl

\5_

"output.jpg"

What color is the dog? - /

Sample credit: “V*: Guided Visual Search as a Core Mechanism in Multimodal LLMs”
Method: “03”, “Thinking with images”



New Visual Content during Exploration? Vision Tools

® Great community works
® Action space
o Vision tools
o Different domains
O Data and training stages
® Also natural in video and robotics

V*: Guided Visual Search as a Core Mechanism in
Multimodal LLMs

OpenThinkIMG: Learning to Think with Images via
Visual Tool Reinforcement Learning

ReFocus: Visual Editing as a Chain of Thought for
Structured Image Understanding

Pixel Reasoner: Incentivizing Pixel-Space Reasoning
with Curiosity-Driven Reinforcement Learning
Chain-of-Focus: Adaptive Visual Search and Zooming
for Multimodal Reasoning via RL

GRIT: Teaching MLLMs to Think with Images
UniVG-R1: Reasoning Guided Universal Visual
Grounding with Reinforcement Learning
PixelThink: Towards Efficient Chain-of-Pixel

-~ . . . = -



Can Model Imagine Visual Content during Exploration?

Input Generated Response
Maze
[ Action Sequence: r - ] r . .
| L o Lo L Lt o | ® Instead of vision tools
. Go left. Go left. Go Goleft, O Goleft. 71 |Goup.| T |Goleft| =5 |Gowp. | LT The answer is D,
|l ] up Goleft. Goup. | — o o = o= o
L ] L]
MiniBehavior f I t
ST Oor new VviSual INPUt,
' Go right. Carrying: None. Go right Carrying: None. Pick up. Carrying: printer, Go loft
Go right. Go nghe.
Pick up. Go lef. 0 .
it model visual generation
Orop. Carrying: printer. Go left. Carrying: printer, Go up, Carrying: printer, Drop, Carrying: None.
Action Success.
FrozenLake
P Action Sequence: -
G m ¢ . "
e aa grdw"""'e?,;::"' Godown. @ @T Godown. : t @@ Gorght. : @) Action Failed: Fall into the Hole.
Go up. Go left, Go s b 2
left.

,.F“ 1 execute actions

pre~t'aining e d 4 » a_ see an Bttt oplpbt i \

Vissl O&A i
L CoT-VLA g f
mage/Video ‘

robot demonstrations Q Q Q 2. 3 2 A 1 4

- q [ Causal & Full-Attention ’ }
action-less videos [j é @ T :, 1 il

| “Pick up carrot” “ '
’ capture new observations |

closed-loop control cycle

”

Image credit: “Mind's Eye of LLMs: Visualization-of-Thought Elicits Spatial Reasoning in Large Language Models
“CoT-VLA: Visual Chain-of-Thought Reasoning for Vision-Language-Action Models”



Thinking in Latent Space

e Mixture of multi modality CoT tokens
e Thinking in latent space

Chain-of-Thought (CoT) Chain of Contint Thought (Coconur)
output token X | Xl X Xiyj  [Answer] szl [Answer]
(sampling) ‘ '
last hidden state
input embedding
input token [Question] X; Xitl | Xig2 Xigj [Question] <bot> <eot>

® Promisesin LLMs
e But we still need native multimodal models:
effective exploration is rooted in pre-training

Image credit: “Training Large Language Models to Reason in a Continuous Latent Space”



What to Learn from RL Training that Generalizes?

3. Internalization. What to learn
from RL training that generalizes?

( T ) “Better model”? Unique problems
for visual-centric reasoning

Internalization

Update Policy

Reward 1

Reward 2

o —> RL, e.g.,, GRPO
Reward 3

Reward n



Thinking Strategies Learned in LLMs

Textual reasoning

e Language, math, coding

e Human designed for abstraction: communication and reasoning
O Widely recorded. Mimic human in pretraining

e More tokens for better calculation, planning, programming, etc.



Extending Textual Reasoning with Visual Input

® Great community works
O Visual math
O Visual documents
O Visual coding
O Grounding, localization
e Textual CoT for reasoning with
visual inputs

Vision-R1: Incentivizing Reasoning Capability in Multimodal
Large Language Models

SoTA with Less: MCTS-Guided Sample Selection for Data-
Efficient Visual Reasoning Self-Improvement

LLaVA-CoT: Let Vision Language Models Reason Step-by-Step
VLM-R1: A Stable and Generalizable R1-style Large Vision-
Language Model

MM-Eureka: Exploring the Frontiers of Multimodal
Reasoning with Rule-based Reinforcement Learning
Visual-RFT: Visual Reinforcement Fine-Tuning

Mulberry: Empowering MLLM with o1-like Reasoning and
Reflection via Collective Monte Carlo Tree Search
VL-Rethinker: Incentivizing Self-Reflection of Vision-
Language Models with Reinforcement Learning

Too many to enumerate, sorry for missing any :)



How to Learn Visual Perception Strategies?

Textual reasoning
e Language, math, coding

e Human desighed for abstract reasoning: mimic human in pretraining

e More tokens for better calculation, planning, programming, etc.

. . . | gul”
Multimodal (e.g., vision) |PercepfionTask
|

Is there a sports

e Visual perception strategies S e o

text-only does not work

|
|
I
I
|
|
|
|
I
\

Image credit: “More Thinking, Less Seeing? Assessing Amplified Hallucination in Multimodal Reasoning Models”

the baseball itself is not visible. ﬁ |
, R1-OneVison (Reasoning)

;L{ <think> Let me start by analyzing the

Qwen2.5-VL (Base) |

No, there is no visible sports ball in the |
image. The image shows a baseball game |
with a batter, catcher, and umpire, but ,

image itself. Although no specific
mention of a sports ball is made, the
context strongly implies its presence,
as baseball games inherently involve a
ball. </think> <Answer> Yes, there is a



How to Learn Visual Perception Strategies?

Textual reasoning
e Language, math, coding
e Human desighed for abstract reasoning: mimic humans in pretraining

e More tokens for better calculation, planning, programming, etc.

Multimodal (e.g., vision)
e Visual perception strategies: mimic - humans not always record how




How to Learn Visual Perception Strategies?

Multimodal (e.g., vision)

e Visual perception strategies: mimic - humans not always record how

O
O
O

Perception proxy task: requires good perception to solve
| everaging existing vision models to guide the steps

nvoke pretrained capabilities in native multimodal models



How to Learn Visual Perception Strategies?

Multimodal (e.g., vision)
e Visual perception strategies: mimic - humans not always record how
O Perception proxy task: requires good perception to solve

O Leveraging existing vision models to guide the steps

O Invoke pretrained capabilities in native multimodal models



What Makes a Good RL Task? Challenging yet Easily Verifiable

X+ty=n
2a v b ; PROBLEM
— 2. 1.2
3a at+b=c’ UNDERSTAN- 3

¥ DING BUGS
x*-x-2=0 a& ( )

f(xtn)z D DEBUGGING
log -;" b)

)
f(x)=0(g(x))

¢ a, b
[1é-dx [a; b;] 5

INCORRECT



Challenging yet Easily Verifiable Tasks for Visual Perception?

Image credit: “Molmo and PixMo: Open Weights and Open Data for State-of-the-Art Vision-Language Models”
“Towards vga models that can read.”



Challenging yet Easily Verifiable Tasks for Visual Perception?

, -, |
The image showcases a social gathering of Caucasian individuals, both male and female, ranging from middle age to about 60,
seated at multiple tables inside a room that appears to be a café orrestaurant. The café’s walls are a light brown to mustard yellow, Qu estion . What num ber is on the blke
adorned with an eclectic mix of picture frames and flags, including one particularly striking black flag with curved white stitching that . .
reads both "true" and "false " There is a tall vertical window on the left side, offering a view of trees and parked cars outside. onthe rg ht? ---- A: the number is 317

Hanging from the ceiling are two distinct light fixtures: a black wrought iron chandelier with six gold-colored bulbs, and a single
glass pendant light with a black wire. Additionally, a lamp occupies the corner on the left side. Near this window, a woman dressed
in black and wearing glasses is seated alone with an iPad on the table, a coffee cup beside her, and she is gazing out the window.
Nearby, a group of four individuals, predominantly young men, are engaged in conversation and one is looking at his phone.

To the right, there are smaller tables, where pairs of people, including some young women, are conversing. At one table in the
lower right corner, a man with headphones and a blue jacket looks down, perhaps immersed in his own world. The atmosphere is
lively, with a mix of discussions and some quiet moments of individual focus.

Descriptive Captioning: Visual Question Answering:
e Challenging in visual e Easily verifiable, but omitting
perception, but how to grade? most visual elements

Image credit: “Molmo and PixMo: Open Weights and Open Data for State-of-the-Art Vision-Language Models”
“Towards vga models that can read.”



Proxy RL Task: Visual Caption Hallucination Critic (ViCrit)

ViCrit Task: Which noun phrase jaced by the hallucinated noun phrase in this image description?

 Perturbed caption: (209 words)
L The image captures a detailed overhead view of a grey and white granite or formica tabletop. Central to the
composition, towards the bottom, is a rectangular yellow styrofoam tray commonly found in grocery store
meat departments. The tray is neatly lined with two rows of raw chicken drumsticks.
. f Just to the right edge of the tray, a small black jar labeled "Fly and Saucy Medium" in red and white lettering

ason™ o L Aot is positioned. Adjacent to this, a red-capped container with a label reading "Zatarain's Creole Seasoning" is
Ere e id 25 - placed prominently. Near the top right corner of the tray, a large bottle of Frank’s RedHot Wing Sauce, filled
to the brim with its fiery red contents, stands upright.
In the background, slightly to the right, a charming small statue of a brown corgi dog adds a whimsical
touch. The dog wears a sign around its neck, albeit unreadable, and is flanked by salt and pepper shakers
nestled in tiny ornate dog bowis.
In the upper right corner of the image, a brown bottle with a white plastic wrap around its top can be seen.
Its white label, featuring "Mark's Lone Star Certified Good Stuff Honey Barbecue" in white lettering against a
tan background, completes the scene with a hint of delectable flavor.

Visual hallucination (GT): (2 words) > Bop 16100

® Same visual perception difficulty; but easily verifiable
® |ncentivize with ViCrit proxy task outcome reward

Image credit: “ViCrit: A Verifiable Reinforcement Learning Proxy Task for Visual Perception in VLMs”
“Molmo and PixMo: Open Weights and Open Data for State-of-the-Art Vision-Language Models”



Does the Learned Perception Strategies Generalizes?

| Hallucination Benchmark | General benchamrk

s 8 P o0

£ & 3 2z 8 2 2 s 3 25

7 = E |28 %z 5 £ 2 I ¢ i

é § ki §E EE > = 5 £3
Model Size | Model Ol Ol =1 =21 E+ =2Et =1 =1 =1 mt 0UE1 Avg
N GPT-40 - - — 63.8 36.8 50.2 69.1 64.7 69.1 50.4 52.7 57.10

ol - - - 739 582 57.0 782 - - 570 55.1 -

Molmo-7B-D-0924 36.7 6.0 3.03 54.1 19.5 232 402 526 59.2 433 30.8 40.38
LLaVA-OneVision-7B 350 5.5 3.12 632 174 262 488 617 575 40.1 313 4328
7B InterVL2.5-8B 202 54 3.65 64.4 220 395 549 628 688 476 32.9 49.11
Qwen2.5-VL-7B-Instruct 28.0 5.1 3.74 67.8 236 445 506 61.7 66.0 493 41.4 50.61
ViCrit-RL-7B 252 4.5 3.77 707 257 463 520 619 67.1 526 47.8 53.01
A (Ours - Qwen2.5-7B) 28 -0.6 +0.03 +29 +2.1 +1.8 +14 +02 +1.1 +33 +64 +240
Molmo-72B-0924 288 5.7 3.54 61.1 247 309 483 584 655 469 35.2 46.38
LLaVA-OneVision-72B 27.4 49 3.71 67.5 29.3 39.1 56.8 66.1 63.7 49.6 38.2 51.29
72B InterVL2.5-78B 259 5.2 3.89 72.3 349 517 687 689 723 598 42.4 58.75
Qwen2.5-VL-72B-Instruct | 26.4 4.8 3.82 74.8 352 533 634 684 763 61.3 45.5 59.78
ViCrit-RL-72B 21.0 3.9 3.91 | 77.3 40.1 59.8 66.0 69.8 77.1 65.8 49.4 63.16
A (Ours - Qwen2.5-72B)| 54 -09 +0.09 [|+25 +49 +65 +26 +14 +0.8 +45 +3.9 +3.38

Trained mostly on
natural images =>

“in-domain”: task, image domain



Does the Learned Perception Strategies Generalizes?

Hallucination Benchmark | Gengral benchamrk
s S 3 o
g & = 2z 2 3 = 5 G 8
=z = ZE 5z = S |2 I |g &
T = sz 3B EE = = | £ 2z
Model Size | Model Ol Ol =1 =21 E+ =2ET =1 | =21 =1 | mt 0OE1| Avg
~ GPT-40 - - = 63.8 368 502 69.1 | 647 69.1 | 504 527 | 57.10
ol - - - 739 582 57.0 782 | - - | 570 55.1 -
Molmo-7B-D-0924 367 6.0 3.03 541 195 232 402 | 526 592 | 433 30.8 | 40.38
LLaVA-OneVision-7B 350 5.5 3.12 632 174 262 488 | 61.7 57.5 | 401 313 | 4328
7B InterVL2.5-8B 292 54 3.65 644 220 395 549 | 628 688 | 476 329 | 49.11
Qwen2.5-VL-7B-Instruct | 28.0 5.1 3.74 678 236 445 506 | 61.7 66.0 | 493 414 | 50.61
ViCrit-RL-7B 252 4.5 3.77 707 257 463 520 | 619 67.1 | 526 47.8 | 53.01
A (Ours - Qwen2.5-7B) | 28 -06  +0.03 [|+29 +21 +1.8 +14| +02 +1.1| +33 +64 | +240
Molmo-72B-0924 288 5.7 3.54 61.1 247 309 483 | 584 655 | 469 352 | 46.38
LLaVA-OneVision-72B 274 49 3.71 675 293 391 568 | 66.1 637 | 496 382 | 51.29
72B InterVL2.5-78B 259 52 3.89 723 349 517 68.7 | 689 723 | 59.8 424 | 58.75
Qwen2.5-VL-72B-Instruct | 264 4.8 3.82 748 352 533 634 | 684 763 | 613 455 | 59.78
ViCrit-RL-72B 210 3.9 391 [|773 401 598 660 | 69.8 77.1 | 658 49.4 | 63.16
A (Ours - Qwen2.5-72B) | -54 09  +0.09 |[+25 +49 +65 +26| +14 +08 | +4.5 +39 | +3.38
Trained mostly on natural images => Math, STEM Abstract image, Chart

(w/o VQA-ORM RL)



How does the Learned Perception Strategies Generalizes?

Question: Subtract all small blue rubber objects. Subtract
all brown shiny balls. How many objects are left?

Question: Can you find the missing shape in this

picture puzzle?

4

A

e Explore the way to perceive an image vs. Mimic text space pattern (SFT)

C

Qwen-2.5-VL-72B-Instruct

To solve the problem, we need to follow these steps:\n\n1. Identify all objects in the image.\n2. Identify the small blue rubber objects and subtract them.\n3. Identify the brown
shiny balls and subtract them.\n4. Count the remaining objects.\n\nStep 1: Identify all objects in the image.\n- There are 9 objects in total: 2 cubes, 1 red cylinder, 1 yellow
sphere, 1 green sphere, 1 blue sphere, 1 purple sphere, 1 brown shiny sphere, and 1 cyan cube.\n\nStep 2: Identify the small blue rubber objects and subtract them.\n- There is
1 small blue rubber sphere.\n- Subtracting this leaves us with 8 objects.\n\nStep 3: Identify the brown shiny balls and subtract them.\n- There is 1 brown shiny sphere.\n-
Subtracting this leaves us with 7 objects.\n\nStep 4: Count the remaining objects.\n- After subtracting the small blue rubber sphere and the brown shiny sphere, we are left with
7 objects.

The final answer is: 7

ViCrit-RL-72B

<think>\nTo solve the problem, | need to follow these steps:\n\n1. Identify all objects in the image.\n2. Subtract all small blue rubber objects.\n3. Subtract all brown shiny
balls.\n4. Count the remaining objects.\n\nStep 1: Identify all objects:\n- Small yellow metallic cube\n- Small purple rubber sphere\n- Small red rubber cylinder\n- Large

metallic cube\n- Small brown shiny sphere\n- Large yellow rubber sphere\n- Small green rubber sphere\n- Small blue rubber sphere\n\nStep 2: Subtract all small blue ri r
objects:\n- There is 1 small blue rubber sphere.\n- Removing this leaves 7 objects.\n\nStep 3: Subtract all brown shiny balls:\n- There is 1 small brown shiny sphere.\n- Removing

this leaves 6 objects.\n\nStep 4: Count the remaining objects:\n- Small yellow metallic cube\n- Small purple rubber sphere\n- Small red rubber cylinder\n- Large cyan metallic

cube\n- Large yellow rubber sphere\n- Small green rubber sphere\n\nThere are 6 objects left.\n</think>

\boxed{6}

Qwen-2.5-VL-72B-Instruct

To find the missing shape in the picture puzzle, let’s analyze the pattern:\n\n1. The first shape is a black hexagon.\n2. The second shape is a white hexagon.\n3. The fourth shape
is a white trapezoid.\n\nThe pattern seems to alternate between black and white shapes, and the shapes themselves are changing. The sequence of shapes is hexagon, hexagon,

and then trapezoid. \n\nGiven this pattern, the missing shape should be a black trapezoid to maintain the alternating color pattern and the sequence of shapes.\n\nLooking at

the options:\n- A is a black pentagon.\n- B is a white pentagon.\n- Cis a black hexagon.\n- D is a black trapezoid.\n\nThe correct option is D, as it is a black trapezoid.

The final answer is: D

ViCrit-RL-72B

<think>\nTo find the missing shape in the picture puzzle, let's analyze the pattern:\n\n1. The first shape is a black heptagon (7-sided porygon)'.‘\ny(second shape is a white
hexagon (6-sided polygon).\n3. The third shape is missing.\n4. The fourth shape is a white trapezoid.\n\nWe need to determine the pattern ind€rms of the number of sides and
the color of the shapes.\n\n- The heptagon has 7 sides and is black.\n- The hexagon has 6 sides and is white.\n- The trapezoid has 4 sides and is white.\n\nThe pattern seems to
be alternating between black and white shapes, and the number of sides is decreasing. Following this pattern:\n\n- The next shape should have 5 sides (since 7,6, 5,4 isa
decreasing sequence).\n- The color should be black (since the sequence is black, white, black, white).\n\nLooking at the options:\n- A is a black pentagon (5 sides).\n- B is a white
pentagon (5 sides).\n- C is a black hexagon (6 sides).\n- D is a black trapezoid (4 sides).\n\nThe correct shape is a black pentagon, which is option A.\n</think>

\boxed{A}

Image credit: “ViCrit: A Verifiable Reinforcement Learning Proxy Task for Visual Perception in VLMs”



Perceive All Visual Details:

v
<
. . —
ViCrit-Bench -
£ ob
. . . Models &) E Overall
® 4 image categories, 8 hallucinate types
OpenAl-GPT-40 - 23.3
® Benchmark number well foreshadow OpenAl-ol - | 4538
OpenAl-03 - 47.7
the VLM performance Gemini-2.0-Flash - 19.3
Gemini-2.5-Flash - 44 .4
i Data points Gemini-2.5-Pro - 45.2
@ 40¢ Best-fit line
% Molmo-7B-D-0924 40.48 9.6
£ 3> LLaVA-OneVision-7B | 43.28 | 12.4
€ 30l InternVL-2.5-8B 49.11 | 20.0
& Qwen-2.5-VL-7B 50.61 21.9
< 25}
c ViCrit-RL-7B 53.01 35.6
$ 20}
= 5] Molmo-72B 46.38 18.2
% LLaVA-OneVision-72B | 51.29 | 24.5
10+ InternVL-2.5-78B 58.75 32.7
4'5 5I(]| 5'5 E,'{] QWE n-2.5-VL-72B 59.78 42.4
Average VLM Task Performance ViCrit-RL-72B 63.16 43.0

“ViCrit: A Verifiable Reinforcement Learning Proxy Task for Visual Perception in VLMs”



How to Learn Visual Perception Strategies?

Multimodal (e.g., vision)

e Visual perception strategies: humans not always document how
O Perception proxy task: requires good perception to solve
O Leveraging existing vision models to guide the steps

O Invoke pretrained capabilities in native multimodal models



Can We Leverage the Powerful Vision Models?

A

CLIP

=

e LMMs are not good enough in perception
e There are so many powerful vision models

Segmentation

"\

e\

Detection




How to Effectively Select? Vision Value Model based on CLIP

r- , [ Inference-time search ] @ VisVM Guided: Less hallucination, more details

VLMs at Step 1 @ @ In the scene, there is a rainy day with a sky that is overcast and appears to be either raining or just after

rainfall. The image is taken from inside a vehicle, as indicated by the raindrops on the windshield, .......
‘

- m The traffic light closest to the camera is currently red.... There are also green street signs attached to the
Candidate 1: In the scene, there is a @ . . . @ ‘ traffic light pole, but they are partially obscured by the raindrops on the windshield. ...... there isa
rainy day Wl[h a Sky that iS overcast and . church with a steeple visible on the right side of the image. ......
appears to be either raining or just after @ @ ,9 CLIP-PRM Guided: More hallucination, less details
rainfall. In the scene, there is a street intersection with traffic lights. The traffic lights are currently displaying a

- : . SZ @ @ sens @ ‘ red signal, indicating that vehicles must stop. ......, with some showing red and others showing yellow,
Candidate 2: In the scene, there is a 0 \1/ 2 which typically means to prepare to stop. ...... There are vehicles on the road, including cars and a truck,
street intersection with traffic “ghtS. e/ and a pedestrian is visible on the sidewalk. On the right side of the image, there is a building with a sign

/\ that reads "Tennis,” indicating that there s a tennis facility nearby. ......

[ Process Reward Model \ /Vision Value Model

e Vision expert to guide decoding steps during process
e Vision value model (VisVM): Learn how good the image
description is in the future

Image credit: “Scaling Inference-Time Search with Vision Value Model for Improved Visual Comprehension”



Discussion: from H(text|image) to H(image | text)

e ViCritic proxy task outcome reward
e Vision value model based on CLIP
Pushing the limit of multimodal
reasoning with text output

Vision-Language
Model

(A donut] h a }Nh te plate]
nexttoalc latte]

Credit: Aditya Ramesh



Discussion: from H(text|image) to H(image | text)

e ViCritic proxy task outcome reward H(images)

® Vision value model based on CLIP H(text), what

Pushing the limit of multimodal is learned

reasoning with text output
Great, but an upper bound: non-verbal

Credit: Aditya Ramesh
“SITE: towards Spatial Intelligence Thorough Evaluation”



Discussion: from H(text|image) to H(image | text)

H(images)
H(text), what

‘ is learned

Great, but an upper bound: non-verbal

H(images) what is learned
Non-verbal problems:

Native multimodal models with ‘ H(text)
text and visual output

Credit: Aditya Ramesh



From H(text|image) to H(image | text)

® Image and multimodal output

Foundation

O

Exploration Internalization

Update Policy

Rollout 1 Reward 1
Rollout 2 Reward 2
—_— —> RL, e.g.,, GRPO
Model Problem Rollout 3 Reward 3

Rollout n Reward n



Better Image Generation with Enriched Image Prompt

CoT in Image Understanding

Question Reasoning Process
As shown in the figure, AC is
the diameter of circle O, if How to obtain the Step 1: In the circle, AC Step 2: Triangle OBC is Step 3: Since ACisa
angle OBC = 40 degrees, then . is a diameter and isosceles (OB and OC diameter, ZAOB = 360°
8 » final answer? OBC = 40° Point O radii ocs = o 0w B0 =+ Answer: C
the degree of angle AOB is . £0BC = 40°. Point are 1), so £BOC = - 180°- 100°= 80°.
A.40°B' 50°C.80°D' 1000 isthfmt(f. 1800'406'40":1000. n(ansmisc

CoT in Image Generation

Semantic-level CoT Reasoning Process
Image Prompt H ow does the thole A black cat .willz shiny 07:;::2;;;;; ’[::Z Cf:(:;’ R .
“4 black cat and image look like? £ :;‘Zlill:::‘:;h::;;:l leaves sprouting from it, the mo;m’. while the
a brown mouse.” 0/: a brown mouse with 2 ‘md,lh‘i baclig rolun;i o m Olfsf’ playfully =5
? Gt s
v" High-level Planning e }70wers and foliage. :

Image credit: “T2I-R1: Reinforcing Image Generation with Collaborative Semantic-level and Token-level CoT”




Scaling Test-time Compute for Better Image Prompt

Generate Prompt @ Give Feedback e More text tokens also
. At dusk, a serene beach : T 5 '
e le pink .. to .. ina a' P ‘prompt should emphasize the . .
oo v e T G e helps image generation

/ Thought \

y
Genemfor‘ @ Stop until iters > N Critic
CoBSAT Results DreamBench++ Results CoBSAT Scaling Results
D550
0.8 0.543
‘ . - =K 2] a.;H
- Foi [eR i i
Paint Images Make Decision o8 - adn o
——— @ beoch V . . . 0,347 0TS
L —’:“' — I @ dm" x ] o.a18 b o150 FXErS
h ﬁ s s @ dm” x h 41 onae cars F
\ @ @ @ / agq S8
5 Selector . os00
al R
0.7%4
[eXs] T T T T 1] T T T T T ? T T T
SEED-X & CoT FT o' FT + Scale SEED-X & CoT FT & FT + Siade PassGd Fashgd Pastid PassFle
Crateit  [Pass@LE] Dhateget  [Pass@LE]

Image credit: “ImageGen-CoT: Enhancing Text-to-Image In-context Learning with Chain-of-Thought Reasoning”



From Text to Multimodal Tokens

An image of a circular A circular emblem depicting the balance and harmony of Taoist

Prompt Semantic-level CoT Token-level CoT T2I-R1 Janus-Pro
structu The image depicts a beautiful and intricate igloo ...
.A : r ¥ipade of The igloo has an aerodynamic dome shape, showcasing....
ice, traditionally built :
. Its surface appears smooth and translucent...

by the Inuit people The entrance to the igloo consists of a gently sloping tunnel...

A specific bpe oj: The image portrays tulips, the famous flower that is grown in the .
flower cultivated in country where Amsterdam is located.

the country where The vibrant colors of these flowers, ranging from yellow and red to
Amsterdam is located purple...

->

—/*

emblem representing philosophy features the Yin and Yang symbol prominently in its
balance and harmony in center.
Taoist philosophy The emblem showcases a harmonious arrangement...
. Underneath the train, on the bottommost part of the platform, lies a
a pig on the bottom of tiny pig with a brown-yellowish coat. The pig is curled up, resting
a train peacefully, surrounded by the iron structure of the train tracks and the

dimly lit platform...

e Trained by the final reward on visual output (preference, count, VQA, etc.)

Image credit: “T2I-R1: Reinforcing Image Generation with Collaborative Semantic-level and Token-level CoT”



From Visual Generation to Non-Verbal Reasoning

‘ : . E; b i

Real-world =

Spatial Reasoning A B c
i‘ ﬁn - i

The 4xd Tangram Board

Cc D Check out a net with 6 faces below:

A B
Spa:il:ltlel%:?si::ﬁng : ~ I | %

Can the Tangram puzzle be completed with the
o?

available pieces, yesorn Can the net be folded to form a cube, yes orno?

. A B c D

Make it smaller then move it left and slightly upwards. Move it up and then make it bigger.

Foundational . ®.
Geometric
C D

Transformations
A B

® Imagining visual states (latent, symbolic, image) for non-verbal reasoning
e Gap: Visual Thinking! (modality interleave) learned in pretraining

Image credit: “Unfolding Spatial Cognition: Evaluating Multimodal Models on Visual Simulations”




Summary 1. Foundation.

Model+Problems. Scaling
compute for problem

Foundation .. )
selection is also beneficial!

2. Exploration. Visual-centric!
From textualized CoT to

native multimodal
3. Internalization.

Exploration Internalization K .
Unique tasks and assets
to internalize perception
strategies and vision-
centric reasoning

(ViCrit task, VisVM)



I”

“Man is a tool-using anima

Reasoning to act; Acting to reason better.

Credit: Thomas Carlyle



Th a n k yo u ! Zhengyuan Yang

zhengyuan.yang13@gmail.com
zhengyuan.info

Openings for full-time and intern :)
Looking forward to chatting with you!
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